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#### Abstract

Let $F$ be the class of all 1-periodic real functions with absolutely convergent Fourier series expansion and let $\left(x_{n}\right)_{n>0}$ be the van der Corput sequence. In this paper results on the boundedness of $\sum_{n=0}^{N-1} f\left(x_{n}\right)$ for $f \in F$ are given. We give a criterion on the convergence rate of the Fourier coefficients of $f$ such that the above sum is bounded independently of $N$. Further we show that our result is also best possible.


## 1 Introduction

In the theory of uniform distribution modulo 1 the van der Corput sequence is the prototype for a uniformly distributed sequence. This sequence, analyzed in a multitude of papers, is defined as follows:

Definition 1 Let $p \geq 2$ be an integer. For any $n \in \mathbb{N}_{0}$ with $p$-adic expansion $n=$ $\sum_{i \geq 0} n_{i} p^{i}$ (note that this expansion is finite) the radical inverse function to the base $p$ is defined as $\varphi_{p}(n)=\sum_{i \geq 0} n_{i} p^{-i-1}$. Now the van der Corput sequence in base $p$ is the sequence $\left(x_{n}\right)_{n \geq 0}$ with $x_{n}=\varphi_{p}(n)$ for all $n \in \mathbb{N}_{0}$.

In this paper we consider the following question stated by Johannes Schoissengeier (private communication): let $F$ be the class of all 1-periodic functions $f: \mathbb{R} \rightarrow \mathbb{R}$ with an absolutely convergent Fourier series expansion and $\int_{0}^{1} f(x) \mathrm{d} x=0$. Further let $\left(x_{n}\right)_{n \geq 0}$ be the van der Corput sequence in base $p$. Under which smoothness condition on the functions from $F$ do we have

$$
\begin{equation*}
\left|\sum_{n=0}^{N-1} f\left(x_{n}\right)\right| \ll 1 \quad \forall f \in F ? \tag{1}
\end{equation*}
$$

For convenience we will call the sum in (1) the remainder of the function $f$.
We remark that it follows from the Koksma-Hlawka inequality, and since the star discrepancy $D_{N}^{*}$ of the van der Corput sequence is of order $\log N$, that $\left|\sum_{n=0}^{N-1} f\left(x_{n}\right)\right| \ll$ $\log N$ for any $f$ with bounded total variation (see, for example, $[1,4,6]$ ).

[^0]It follows from a result of Hellekalek and Larcher [3, Theorem 2] that if $F$ is the space of 1-periodic functions for which the first derivative is Lipschitz continuous, then we have

$$
\left|\sum_{n=0}^{N-1} f\left(x_{n}\right)\right| \ll 1 \quad \forall f \in F .
$$

(We remark that Hellekalek and Larcher also showed that the periodicity of the function is necessary.)

Recall that the Theorem of Rademacher states that every Lipschitz continuous function on an interval is continuously differentiable in almost every point of the interval (in the sense of Lebesgue measure). Hence for the functions considered in [3] we obtain (by using partial integration) that for $h \neq 0$ we have

$$
\begin{aligned}
\widehat{f}(h) & =\int_{0}^{1} f(x) \mathrm{e}^{-2 \pi \mathrm{i} h x} \mathrm{~d} x \\
& =\frac{1}{2 \pi \mathrm{i} h} \int_{0}^{1} f^{\prime}(x) \mathrm{e}^{-2 \pi \mathrm{i} h x} \mathrm{~d} x=\frac{1}{(2 \pi \mathrm{i} h)^{2}} \int_{0}^{1} f^{\prime \prime}(x) \mathrm{e}^{-2 \pi \mathrm{i} h x} \mathrm{~d} x
\end{aligned}
$$

and therefore $|\widehat{f}(h)| \ll|h|^{-2}$.
This motivates the following
Definition 2 Let $F_{\alpha}$ be the class of all 1-periodic functions $f: \mathbb{R} \rightarrow \mathbb{R}$ with an absolutely convergent Fourier series expansion with $|\widehat{f}(h)| \ll|h|^{-\alpha}$ for all $h \neq 0$ and $\int_{0}^{1} f(x) \mathrm{d} x=0$.

In this paper we show that (1) holds for all functions $f \in F_{\alpha}$ whenever $\alpha>1$. Further we show that there exists a function $g \in F_{1}$ such that $\left|\sum_{n=0}^{N-1} g\left(x_{n}\right)\right|$ is not bounded as $N$ tends to infinity.

Moreover we consider functions $f \in F$ whose Fourier coefficients decrease with order $\prod_{j=0}^{L} \chi_{j}(h)$ where for $j \geq 1, \chi_{j}(h):=\left(\log _{p} \ldots \log _{p} h\right)^{-1}$, where we apply the $\log _{p}$ function $j$ times on $h$, and for $j=0$ we set $\chi_{0}(h):=h^{-1}$. Here $\log _{p}$ denotes the logarithm to the base $p, p \geq 2$.

The main results are stated in the subsequent Section 2 and the proofs are presented in Section 3 and Section 4.

Throughout the paper we assume that $f:[0,1] \rightarrow \mathbb{R}$ is a 1-periodic function with $\int_{0}^{1} f(x) \mathrm{d} x=0$ and $\sum_{h \in \mathbb{Z}}|\widehat{f}(h)|<\infty$.

## 2 The main results

Let the function class $F_{\alpha}$ be defined as in Section 1.
Theorem 1 Let $\left(x_{n}\right)_{n \geq 0}$ be the van der Corput sequence in base $p$. For $\alpha>1$ we have

$$
\begin{equation*}
\left|\sum_{n=0}^{N-1} f\left(x_{n}\right)\right| \ll 1 \quad \forall f \in F_{\alpha} . \tag{2}
\end{equation*}
$$

Remark 1 It can be shown that the above result remains true if the sequence $\left(x_{n}\right)_{n \geq 0}$ is a digital $(0,1)$-sequence over $\mathbb{Z}_{p}, p$ a prime, which is generated by a non-singular upper triangular $\mathbb{N} \times \mathbb{N}$ matrix with entries from $\mathbb{Z}_{p}$ and with one entries in the main diagonal. (We call such sequences short NUT-sequence in base $p$.) For the definition of digital $(0,1)$-sequences over $\mathbb{Z}_{p}$ see [5] or [6].

Remark 2 1. Note that if $f$ is a 1-periodic function whose first derivative satisfies a Hölder condition with coefficient $0<\lambda \leq 1$ then it follows from [8, Theorem 4.7] that the Fourier coefficients of $f$ satisfy $|\widehat{f}(h)| \ll|h|^{-1-\lambda}$. Thus $f \in F_{1+\lambda}$ and the above theorem shows that the remainder of $f$ is bounded.
2. Let $F_{\text {lin }}$ be the class of all 1-periodic, continuous, piecewise linear functions $f$ : $\mathbb{R} \rightarrow \mathbb{R}$ with $\int_{0}^{1} f(x) \mathrm{d} x=0$. Then it can be easily shown that $\widehat{f}(h) \ll h^{-2}$ for any $f \in F_{\text {lin }}$. Thus $F_{\text {lin }} \subseteq F_{2}$ and Theorem 1 shows that any function in $F_{\text {lin }}$ has bounded remainder.

We introduce some further notation. Let

$$
\operatorname{supp}(\widehat{f})=\{h \in \mathbb{Z}: \widehat{f}(h) \neq 0\}
$$

denote the support of the Fourier coefficients of $f$. Note that $\int_{0}^{1} f(x) \mathrm{d} x=0$ implies that $0 \notin \operatorname{supp}(\widehat{f})$. Further, as $f$ is a real function it follows that $\widehat{f}(h)=\overline{\hat{f}(-h)}$ and hence $h \in \operatorname{supp}(\widehat{f})$ implies that $-h \in \operatorname{supp}(\widehat{f})$. For a non-empty subset $E \subseteq \mathbb{Z} \backslash\{0\}$ we define $M(E)$ in the following way: if for every $M \in \mathbb{N}$ there is an $h \in E$ with $p^{M} \mid h$ we set $M(E)=\infty$, otherwise let $M(E) \geq 0$ denote the largest integer such that there exists an $h \in E$ with $p^{M} \mid h$. Further, for $p \geq 2, j \geq 0$ and $h \in \mathbb{Z}$ let

$$
\delta_{p^{j}}(h):= \begin{cases}1 & \text { if } h \equiv 0 \\ 0 & \text { if } h \neq 0 \\ \left(\bmod p^{j}\right), \\ \left(\bmod p^{j}\right)\end{cases}
$$

From the proof of Theorem 1 we obtain actually the following result:
Theorem 2 Let $\left(x_{n}\right)_{n \geq 0}$ be the van der Corput sequence in base $p$. If the Fourier coefficients of $f$ satisfy

$$
\sum_{j=0}^{M(\operatorname{supp}(\widehat{f}))} p^{j} \sum_{h \in \operatorname{supp}(\widehat{f})}|\widehat{f}(h)| \delta_{p^{j}}(h)<\infty
$$

then

$$
\left|\sum_{n=0}^{N-1} f\left(x_{n}\right)\right| \ll 1
$$

Remark 3 1. It follows from Theorem 2 that if $M(\operatorname{supp}(\widehat{f}))<\infty$ then $\sum_{h \in \operatorname{supp}(\widehat{f})}|\widehat{f}(h)|<$ $\infty$ is enough to ensure that the remainder of $f$ is bounded.
2. It follows also from Theorem 2 that the remainder of $f$ is bounded if $|\widehat{f}(h)| \leq \varphi(|h|)$, for all $h \in \mathbb{Z}$ with $|h| \in D_{c}:=\{k \in \mathbb{N}: k \geq c\}$, where $c \in \mathbb{N}$ and $\varphi: D_{c} \subseteq \mathbb{N} \rightarrow \mathbb{R}_{0}^{+}$ is a function such that

$$
\sum_{\substack{n, k=0 \\ p^{n} k \in D_{c}}}^{\infty} p^{n} \varphi\left(p^{n} k\right)<\infty
$$

Of course $g(x)=x^{-\alpha}, \alpha>1$, fulfills this condition, but also

$$
g(x)=\frac{1}{x(\log x)^{\beta}} \quad \text { with } \beta>2 \quad \text { for } x>1
$$

In the following we shall show that the result of Theorem 1 is not true anymore if $\alpha=1$.

Theorem 3 Let $\left(x_{n}\right)_{n \geq 0}$ be the van der Corput sequence in base $p$. Then there exists a function $g \in F_{1}$ such that

$$
\limsup _{N \rightarrow \infty}\left|\sum_{n=0}^{N-1} g\left(x_{n}\right)\right|=\infty
$$

The result of Theorem 2 can be improved, we have
Theorem 4 Let $\left(x_{n}\right)_{n \geq 0}$ be the van der Corput sequence in base $p$. For every $L \in \mathbb{N}$ there exists a function $g \in F$ with

$$
|\widehat{g}(h)| \leq C \prod_{j=0}^{L} \chi_{j}(|h|)
$$

for all $h \in \mathbb{Z}$ with $|h| \geq c(L)$, where $c(L)$ is the smallest natural number such that $1 / \chi_{L}(c(L))>1$, and where $C>0$ is an absolute constant, such that

$$
\limsup _{N \rightarrow \infty}\left|\sum_{n=0}^{N-1} g\left(x_{n}\right)\right|=\infty
$$

Note that using Remark 3, item 1, one can easily construct a function which satisfies the conditions of Theorem 3 and Theorem 4 but for which the remainder is bounded. Hence those two theorems cannot hold for all 1-periodic functions which satisfy the assumptions in those theorems.

## 3 Functions with bounded remainder

For a sequence $\sigma=\left(x_{n}\right)_{n \geq 0}, h \in \mathbb{Z}$ and $N \in \mathbb{N}$ we define

$$
S_{N}(\sigma, h):=\sum_{n=0}^{N-1} \mathrm{e}^{2 \pi \mathrm{i} h x_{n}}
$$

Lemma 1 Let $\sigma=\left(x_{n}\right)_{n \geq 0}$ the van der Corput sequence in base $p$ (or a NUT-sequence over $\mathbb{Z}_{p}$ if $p$ is prime). Let $h \in \mathbb{Z}$ and let $N \in \mathbb{N}$ with p-adic representation

$$
N=\sum_{j=0}^{\infty} N_{j} p^{j}
$$

where $N_{j} \in\{0,1, \ldots, p-1\}$ for $j \geq 0$. Then we have

$$
\left|S_{N}(\sigma, h)\right| \leq \sum_{j=0}^{\infty} N_{j} p^{j} \delta_{p^{j}}(h)
$$

Proof. For the van der Corput sequence this lemma is proved in [7, Lemma 3]. The proof for the NUT-sequence is similar and can be found in [2, Lemma 3.3].

Lemma 2 Let $n \in \mathbb{N}_{0}$ and $\alpha>1$. Then we have

$$
\sum_{h=1}^{\infty} \frac{1}{h^{\alpha}} \delta_{p^{n}}(h)=\frac{\zeta(\alpha)}{p^{\alpha n}},
$$

where $\zeta(\alpha)$ denotes the Riemann zeta function and $\delta_{p^{j}}(h)$ is defined as in Section 2.
Proof. This is easy calculation,

$$
\sum_{h=1}^{\infty} \frac{1}{h^{\alpha}} \delta_{p^{n}}(h)=\sum_{\substack{h=1 \\ h \equiv 0 \\\left(\bmod p^{n}\right)}}^{\infty} \frac{1}{h^{\alpha}}=\sum_{h=1}^{\infty} \frac{1}{\left(p^{n} h\right)^{\alpha}}=\frac{\zeta(\alpha)}{p^{\alpha n}}
$$

Now we can give the
Proof of Theorem 1. We have $f(x)=\sum_{h \in \mathbb{Z}} \widehat{f}(h) \mathrm{e}^{2 \pi \mathrm{i} h x}$. Hence

$$
\sum_{n=0}^{N-1} f\left(x_{n}\right)=\sum_{h \in \mathbb{Z}} \widehat{f}(h) S_{N}(\sigma, h) .
$$

Let now $N=a_{1} p^{n_{1}}+a_{2} p^{n_{2}}+\cdots+a_{s} p^{n_{s}}$ with $0 \leq n_{1}<n_{2}<\cdots<n_{s}$ and $a_{j} \in\{1, \ldots, p-1\}$. Then from Lemma 1 we obtain

$$
\left|S_{N}(\sigma, h)\right| \leq \sum_{j=1}^{s} a_{j} p^{n_{j}} \delta_{p^{n_{j}}}(h) \leq(p-1) \sum_{j=1}^{s} p^{n_{j}} \delta_{p^{n_{j}}}(h) .
$$

Since $f \in F_{\alpha}, \alpha>1$, there is a constant $C>0$ such that $|\widehat{f}(h)| \leq C /|h|^{\alpha}$. Therefore we have

$$
\begin{aligned}
\left|\sum_{n=0}^{N-1} f\left(x_{n}\right)\right| & \leq \sum_{h \in \mathbb{Z}}|\widehat{f}(h)| \cdot\left|S_{N}(\sigma, h)\right| \\
& \leq(p-1) C \sum_{\substack{h \in \mathbb{Z} \\
h \neq 0}} \frac{1}{|h|^{\alpha}} \sum_{j=1}^{s} p^{n_{j}} \delta_{p^{n_{j}}}(h) \\
& =2(p-1) C \sum_{j=1}^{s} p^{n_{j}} \sum_{h=1}^{\infty} \frac{1}{h^{\alpha}} \delta_{p^{n_{j}}}(h) \\
& =2(p-1) C \zeta(\alpha) \sum_{j=1}^{s} p^{n_{j}} \frac{1}{p^{\alpha n_{j}}} \\
& \leq 2(p-1) C \zeta(\alpha) \sum_{n=0}^{\infty} \frac{1}{p^{(\alpha-1) n}}=2(p-1) C \zeta(\alpha) \frac{p^{\alpha-1}}{p^{\alpha-1}-1} .
\end{aligned}
$$

## 4 Functions with unbounded remainder

We first give the
Proof of Theorem 3. Let

$$
g(x)=\sum_{\substack{r=1 \\ r \text { odd }}}^{\infty} p^{-r} \sin \left(2 \pi p^{r} x\right), \quad x \in[0,1) .
$$

First note that the sum converges absolutely and the function $g$ is bounded, as

$$
|g(x)| \leq \sum_{\substack{r=1 \\ r \text { odd }}}^{\infty} p^{-r}\left|\sin \left(2 \pi p^{r} x\right)\right| \leq \sum_{\substack{r=1 \\ r \text { odd }}}^{\infty} p^{-r}=\frac{p}{p^{2}-1}
$$

Obviously the function $g$ is periodic with period $1, \int_{0}^{1} g(x) \mathrm{d} x=0$ and the Fourier coefficients satisfy $|\widehat{g}(h)| \ll|h|^{-1}$. Hence $g \in F_{1}$ but $g \notin F_{\alpha}$ for any $\alpha>1$.

For $\eta \in \mathbb{N}$ let now $N=N(\eta)=p^{2 \eta}+p^{2 \eta-2}+p^{2 \eta-4}+\cdots+1$. We consider now

$$
\sum_{n=0}^{N-1} g\left(x_{n}\right)=\sum_{\substack{r=1 \\ r \text { odd }}}^{\infty} p^{-r} \sum_{n=0}^{N-1} \sin \left(2 \pi p^{r} x_{n}\right) .
$$

We divide the above some in several parts, namely, for $0 \leq \nu<\eta$ we have

$$
\begin{aligned}
\sum_{n=p^{2 \eta}+\cdots+p^{2 \eta-2 \nu}}^{p^{2 \eta}+\cdots+p^{2 \eta-2(\nu+1)}-1} g\left(x_{n}\right) & =\sum_{\substack{r=1 \\
r \text { odd }}}^{\infty} p^{-r} \sum_{\substack{n=p^{2 \eta}+\cdots+p^{2 \eta-2 \nu}}}^{p^{2 \eta}+\cdots+p^{2 \eta-2(\nu+1)}-1} \sin \left(2 \pi p^{r} x_{n}\right) \\
& =\sum_{\substack{r=1 \\
r \text { odd }}}^{\infty} p^{-r} \sum_{n=0}^{p^{2 \eta-2(\nu+1)}-1} \sin \left(2 \pi p^{r}\left(n p^{-2 \eta+2(\nu+1)}+p^{-2 \eta+2 \nu}+\cdots+p^{-2 \eta}\right)\right) .
\end{aligned}
$$

We now simplify the last sum. First observe that for $r \geq 2 \eta$ we have

$$
\sin \left(2 \pi\left(n p^{r-2 \eta+2(\nu+1)}+p^{r-2 \eta+2 \nu}+\cdots+p^{r-2 \eta}\right)\right)=0
$$

for arbitrary $0 \leq n<p^{2 \eta-2(\nu+1)}$. Let now $r<2 \eta-2(\nu+1)$. Then we have $r-2 \eta+2(\nu+1)<$ 0 and hence

$$
\begin{aligned}
& \sum_{n=0}^{p^{2 \eta-2(\nu+1)}-1} \mathrm{e}^{2 \pi \mathrm{i}\left(n p^{r-2 \eta+2(\nu+1)}+p^{r-2 \eta+2 \nu}+\cdots+p^{r-2 \eta}\right)} \\
& =\mathrm{e}^{2 \pi \mathrm{i}\left(p^{r-2 \eta+2 \nu}+\cdots+p^{r-2 \eta}\right)} \sum_{n=0}^{p^{2 \eta-2(\nu+1)}-1}\left(\mathrm{e}^{\left.2 \pi \mathrm{i} p^{r-2 \eta+2(\nu+1)}\right)^{n}}\right. \\
& =0 .
\end{aligned}
$$

As $\sin (\pi x)=(2 \mathrm{i})^{-1}\left(\mathrm{e}^{\mathrm{i} \pi x}-\mathrm{e}^{-\mathrm{i} \pi x}\right)$ we have in this case

$$
\sum_{n=0}^{p^{2 \eta-2(\nu+1)}-1} \sin \left(2 \pi\left(n p^{r-2 \eta+2(\nu+1)}+p^{r-2 \eta+2 \nu}+\cdots+p^{r-2 \eta}\right)\right)=0
$$

Note that from the above it also follows that

$$
\sum_{n=0}^{2^{\eta}-1} g\left(x_{n}\right)=0
$$

Thus we only need to consider odd $r$ which satisfy $2 \eta-2(\nu+1) \leq r<2 \eta$. Note that in this case $r-2 \eta+2(\nu+1) \geq 1$ and hence

$$
\sin \left(2 \pi\left(n p^{r-2 \eta+2(\nu+1)}+p^{r-2 \eta+2 \nu}+\cdots+p^{r-2 \eta}\right)\right)=\sin \left(2 \pi\left(p^{r-2 \eta+2 \nu}+\cdots+p^{r-2 \eta}\right)\right)
$$

Altogether we now obtain

$$
\begin{aligned}
\sum_{n=p^{2 \eta}+\cdots+p^{2 \eta-2 \nu}}^{p^{2 \eta}+\cdots+p^{2 \eta-2(\nu+1)}-1} g\left(x_{n}\right) & =\sum_{\substack{r=2 \eta-2 \nu-1 \\
r \text { odd }}}^{2 \eta-1} p^{-r} p^{2 \eta-2(\nu+1)} \sin \left(2 \pi\left(p^{r-2 \eta+2 \nu}+\cdots+p^{r-2 \eta}\right)\right) \\
& =\sum_{\substack{r=1 \\
r \text { odd }}}^{2 \nu+1} p^{-r} \sin \left(2 \pi\left(p^{r-2}+\cdots+p^{r-2(\nu+1)}\right)\right) .
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
\sum_{n=0}^{N(\eta)-1} g\left(x_{n}\right) & =\sum_{\nu=0}^{\eta-1} \sum_{\substack{r=1 \\
r \text { odd }}}^{2 \nu+1} p^{-r} \sin \left(2 \pi\left(p^{r-2}+p^{r-4}+\cdots+p^{r-2(\nu+1)}\right)\right) \\
& =\sum_{\nu=0}^{\eta-1} \sum_{\substack{r=1 \\
r \text { odd }}}^{\infty} p^{-r} \sin \left(2 \pi\left(p^{r-2}+p^{r-4}+\cdots+p^{r-2(\nu+1)}\right)\right) \\
& =\sum_{\substack{r=1 \\
r \text { odd }}}^{\infty} p^{-r} \sum_{\nu=0}^{\eta-1} \sin \left(2 \pi\left(p^{r-2}+p^{r-4}+\cdots+p^{r-2(\nu+1)}\right)\right) \\
& =\sum_{\substack{r=1 \\
r-1}}^{2 \eta \text { odd }} p^{-r} \sum_{\nu=(r-1) / 2}^{\eta-1} \sin \left(2 \pi\left(p^{r-2}+p^{r-4}+\cdots+p^{r-2(\nu+1)}\right)\right)
\end{aligned}
$$

We now estimate the value of the sine function. As $1 \leq r \leq 2 \eta-1$ is odd, we have

$$
\sin \left(2 \pi\left(p^{r-2}+p^{r-4}+\cdots+p^{r-2(\nu+1)}\right)\right) \geq \sin \left(2 \pi\left(p^{-1}+p^{-3}+\cdots\right)\right)=\sin \left(2 \pi p /\left(p^{2}-1\right)\right)
$$

for $p=2,3,4$ and

$$
\sin \left(2 \pi\left(p^{r-2}+p^{r-4}+\cdots+p^{r-2(\nu+1)}\right)\right) \geq \sin (2 \pi / p)
$$

for $p \geq 5$. Let $c_{p}=\sin \left(2 \pi p /\left(p^{2}-1\right)\right)$ for $p=2,3,4$ and $c_{p}=\sin (2 \pi / p)$ for $p \geq 5$. Then we have

$$
\sum_{n=0}^{N(\eta)-1} g\left(x_{n}\right) \geq c_{p} \sum_{\substack{r=1 \\ r \text { odd }}}^{2 \eta-1} p^{-r}(\eta-(r-1) / 2)=\eta \frac{c_{p} p}{p^{2}-1}-\frac{c_{p} p\left(1-p^{-2 \eta}\right)}{\left(p^{2}-1\right)^{2}} .
$$

Thus we have

$$
\lim _{\eta \rightarrow \infty} \sum_{n=0}^{N(\eta)-1} g\left(x_{n}\right)=\infty
$$

and therefore $\left|\sum_{n=0}^{N-1} g\left(x_{n}\right)\right|$ cannot be bounded independently of $N$. This proves Theorem 3.

Remark 4 It follows from the above proof that for every $p \geq 2$ there are infinitely many $N \in \mathbb{N}$ such that

$$
\sum_{n=0}^{N-1} g\left(x_{n}\right) \geq \log _{p} N \frac{c_{p} p}{2\left(p^{2}-1\right)}+\frac{c_{p} p}{2\left(p^{2}-1\right)^{2}}\left(\left(p^{2}-1\right) \log _{p}\left(1-p^{-2}\right)-\left(1-N^{-1}\right) / 2\right)
$$

The above counterexample can be improved to yield a stronger result. This is done in the following.

Proof of Theorem 4. Let $\gamma=\left(\gamma_{1}, \gamma_{3}, \gamma_{5}, \ldots\right)$ be a sequence of non-negative real numbers. Then we set

$$
g_{\gamma}(x)=\sum_{\substack{r=1 \\ r \text { odd }}}^{\infty} p^{-r} \gamma_{r} \sin \left(2 \pi p^{r} x\right), \quad x \in[0,1) .
$$

By proceeding the same way as above we obtain

$$
\sum_{n=0}^{N(\eta)-1} g_{\gamma}\left(x_{n}\right) \geq c_{p} \sum_{\substack{r=1 \\ r \text { odd }}}^{2 \eta-1} p^{-r} \sum_{\nu=(r-1) / 2}^{\eta-1} \gamma_{2 \eta-2(\nu+1)+r} \geq \frac{c_{p}}{p} \sum_{\nu=1}^{\eta} \gamma_{2 \nu-1}
$$

From this it follows that if $\sum_{\nu=1}^{\infty} \gamma_{2 \nu-1}$ is not bounded then $\sum_{n=0}^{N(\eta)-1} g_{\gamma}\left(x_{n}\right)$ cannot be bounded independently of $N$.

The Fourier series representation of $g_{\gamma}$ is given by

$$
g_{\gamma}(x)=\sum_{h \in \mathbb{Z}} \widehat{g}_{\gamma}(h) \mathrm{e}^{2 \pi \mathrm{i} h x},
$$

where

$$
\widehat{g}_{\gamma}(h)=\left\{\begin{aligned}
-\frac{i}{2 h} \gamma_{r} & \text { if } h=p^{r}, r>0 \text { odd } \\
-\frac{i}{2 h} \gamma_{r} & \text { if } h=-p^{r}, r>0 \text { odd } \\
0 & \text { otherwise }
\end{aligned}\right.
$$

For $|h|=p^{r}, r>0$ odd, we have $r=\log _{p}|h|$. By choosing for example $\gamma_{\nu}=\nu^{-1}$ for odd $\nu$ we see that $\sum_{n=0}^{N-1} g_{\gamma}\left(x_{n}\right)$ cannot be bounded independently of $N$. In this case we have

$$
\widehat{g}_{\gamma}(h)=-\frac{\mathrm{i}}{2 h \log _{p}|h|}
$$

for infinitely many $h$.
Hence we have just shown that in the space of functions $f$ for which

$$
|\widehat{f}(h)| \ll \frac{1}{|h| \log _{p}|h|}
$$

there is a function $g$ for which $\left|\sum_{n=0}^{N-1} g\left(x_{n}\right)\right|$ cannot be bounded independently of $N$.
For $j \geq 0$ let $\chi_{j}(h)$ be defined as in Section 1. Then by using a similar argument as above we obtain that, for every $L \in \mathbb{N}$, the function space for which

$$
|\widehat{f}(h)| \leq C \prod_{j=0}^{L} \chi_{j}(|h|) \quad \text { for all } h \in \mathbb{Z} \text { with }|h| \geq c(L)
$$

where $c(L)$ is the smallest natural number such that $\chi_{L}^{-1}(c(L))>1$, there is a function $g$ for which $\left|\sum_{n=0}^{N-1} g\left(x_{n}\right)\right|$ cannot be bounded independently of $N$. This proves Theorem 4.

Remark 5 For example it follows from the above proof, that in the space of functions for which $|\widehat{f}(h)| \ll\left(|h| \log _{p}|h|\right)^{-1}$ there is a function $g$ and a constant $C_{p}>0$ for which

$$
\left|\sum_{n=0}^{N-1} g\left(x_{n}\right)\right| \geq C_{p} \log _{p} \log _{p} N
$$

for infinitely many values of $N \in \mathbb{N}$. More generally, for every $L \in \mathbb{N}$ the space of functions for which $|\widehat{f}(h)| \ll \prod_{j=0}^{L-1} \chi_{j}(|h|)$, for all $h$ such that $\chi_{L-1}^{-1}(|h|)>1$, contains a function $g$ such that there is a constant $C_{p, L}>0$ with

$$
\left|\sum_{n=0}^{N-1} g\left(x_{n}\right)\right| \geq C_{p, L} \chi_{L}^{-1}(N)
$$

for infinitely many values of $N \in \mathbb{N}$.
Acknowledgement: The authors would like to thank Johannes Schoissengeier for making us aware of the initial question stated in Section 1. Further we thank Gerhard Larcher for valuable discussions and suggestions.

## References

[1] M. Drmota, R.F. Tichy, Sequences, Discrepancies and Applications. Lecture Notes in Mathematics 1651, Springer-Verlag, Berlin, 1997.
[2] V.S. Grozdanov, On the diaphony of one class of one-dimensional sequences. Int. J. Math. Math. Sci. 19 (1996), 115-124.
[3] P. Hellekalek, G. Larcher, On functions with bounded remainder. Ann. Inst. Fourier 39 (1989), 17-26.
[4] L. Kuipers, H. Niederreiter, Uniform Distribution of Sequences. John Wiley, New York, 1974.
[5] H. Niederreiter, Point sets and sequences with small discrepancy. Monatsh. Math. 104 (1987), 273-337.
[6] H. Niederreiter, Random Number Generation and Quasi-Monte Carlo Methods. No. 63 in CBMS-NSF Series in Applied Mathematics. SIAM, Philadelphia, 1992.
[7] P.D. Proinov, V.S. Grozdanov, On the diaphony of the van der Corput-Halton Sequence. J. Number Theory 30 (1988), 94-104.
[8] A. Zygmund, Trigonometric series, Cambridge University Press, Cambridge, 1959.

## Author's Addresses:

Josef Dick, School of Mathematics, University of New South Wales, Sydney 2052, Australia. Email: josi@maths.unsw.edu.au

Friedrich Pillichshammer, Institut für Finanzmathematik, Universität Linz, Altenbergstraße 69, A-4040 Linz, Austria. Email: friedrich.pillichshammer@jku.at


[^0]:    *The first author is supported by the Australian Research Council under its Center of Excellence Program.
    ${ }^{\dagger}$ The second author is supported by the Austrian Research Foundation (FWF), Project S9609 that is part of the Austrian National Research Network "Analytic Combinatorics and Probabilistic Number Theory".

