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Abstract. Sharp affine Hardy–Littlewood–Sobolev inequalities for functions

on Rn are established, which are significantly stronger than (and directly im-

ply) the sharp Hardy–Littlewood–Sobolev inequalities by Lieb and by Beckner,
Dou, and Zhu. In addition, sharp reverse inequalities for the new inequalities

and the affine fractional L2 Sobolev inequalities are obtained for log-concave

functions on Rn.
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1. Introduction

Lieb [17] established the following sharp Hardy–Littlewood–Sobolev inequalities
(HLS inequalities):

(1) γn,α∥f∥22n
n+α

≥
∫
Rn

∫
Rn

f(x)f(y)

|x− y|n−α
dx dy

for 0 < α < n and non-negative f ∈ Lp(Rn) with p = 2n/(n+ α). There is equality
if and only if f(x) = a(1 + λ |x − x0|2)−(n+α)/2 for x ∈ Rn with a ≥ 0, λ > 0 and
x0 ∈ Rn. Here | · | denotes the Euclidean norm in Rn and ∥f∥pp =

∫
Rn |f(x)|p dx

while Lp(Rn) is the space of measurable functions f : Rn → R with ∥f∥p < ∞.
The constant is given by

(2) γn,α = π
n−α

2
Γ(α2 )

Γ(n+α
2 )

(Γ(n)
Γ(n2 )

)α
n

,

where Γ is the gamma function. The HLS inequalities (1) can be considered as weak
Young inequalities and are equivalent by duality to sharp fractional L2 Sobolev
inequalities (for more information, see [4, 5, 8, 18]).

The HLS inequalities are invariant under translations, rotations, and inversions,
but not under volume-preserving linear transformations. For geometric questions,
affine inequalities, that is, inequalities that are unchanged under translations and
volume-preserving linear transformations turned out to be very powerful. The
best-known example is the Petty projection inequality for convex bodies (that is,
compact convex sets) in Rn, which is stronger than the Euclidean isoperimetric
inequality and directly implies it (see, for example, [9,29], and see [13,23,30,32] for
related results in the Lp Brunn–Minkowski theory and for more general sets). Very
recently, Milman and Yehudayoff [26] established isoperimetric inequalities for affine
quermassintegrals, which are significantly stronger than the isoperimetric inequality
for the classical quermassintegrals (thereby confirming a conjecture by Lutwak [22]).
Gaoyong Zhang’s affine Sobolev inequality [32] is an affine version of the classical
L1 Sobolev inequality. It was extended to functions of bounded variation by Tuo
Wang [30], and corresponding results for Lp Sobolev inequalities were established
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by Lutwak, Yang, and Zhang [24] and Haberl and Schuster [14]. Fractional Petty
projection inequalities were recently obtained by the authors in [15] and affine
fractional Lp Sobolev inequalities in [15,16]. In all cases, the affine inequalities are
significantly stronger than (and imply) their Euclidean counterparts.

The main aim of this paper is to establish sharp affine HLS inequalities that are
stronger than Lieb’s sharp HLS inequalities (1).

Theorem 1. For 0 < α < n and non-negative f ∈ L2n/(n+α)(Rn),

γn,α∥f∥22n
n+α

≥ nω
n−α
n

n

( 1
n

∫
Sn−1

( ∫ ∞

0

tα−1

∫
Rn

f(x)f(x+ tξ) dxdt
)n

α dξ
)α

n

≥
∫
Rn

∫
Rn

f(x)f(y)

|x− y|n−α
dx dy.

There is equality in the first inequality precisely if f(x) = a(1+|ϕ(x−x0)|2)−(n+α)/2

for x ∈ Rn with a ≥ 0, ϕ ∈ GL(n) and x0 ∈ Rn. There is equality in the second
inequality if f is radially symmetric.

Here, Sn−1 is the unit sphere in Rn and integration on Sn−1 is with respect to the
(n−1)-dimensional Hausdorff measure while ωn is the n-dimensional volume of the
n-dimensional unit ball.

To prove Theorem 1, for given 0 < α < n, we introduce the star-shaped set Sαf
associated to f , defined by its radial function for ξ ∈ Sn−1 as

(3) ρSαf (ξ)
α =

∫ ∞

0

tα−1

∫
Rn

f(x)f(x+ tξ) dxdt

(see Section 3 for details). The first inequality from Theorem 1 now can be written
as

(4) γn,α∥f∥22n
n+α

≥ nω
n−α
n

n |Sαf |
α
n ,

where | · | denotes n-dimensional Lebesgue measure. Since both sides of (4) are
invariant under translations of f and

Sα(f ◦ ϕ−1) = ϕ Sαf

for volume-preserving linear transformations ϕ : Rn → Rn, it follows that inequality
(4) is indeed an affine inequality.

As a critical tool in the proof of Theorem 1, we introduce an anisotropic version
of the right side of (1). In addition, we use the Riesz rearrangement inequality,
its equality case due to Burchard [3], and the original HLS inequalities for radially
symmetric functions.

Recently, Dou and Zhu [7] and Beckner [2] obtained sharp HLS inequalities also
for α > n. In Section 5, we will establish sharp affine HLS inequalities for α > n,
which are stronger than (and directly imply) their results.

In Section 6, for E ⊂ Rn measurable, we consider Sα1E , where 1E is the in-
dicator function of E. For an n-dimensional convex body E ⊂ Rn, we show that
Sα1E is proportional to the radial α-mean body of E, an important notion that
was introduced by Gardner and Zhang [11]. Sharp isoperimetric inequalities for ra-
dial α-mean bodies were recently obtained in [15]. Sharp reverse inequalities were
already established by Gardner and Zhang [11]. They generalize Zhang’s reverse
Petty projection inequality [31], and equality is attained precisely for n-dimensional
simplices.
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In Section 7, we establish reverse inequalities also in the functional setting.

Theorem 2. For 0 < α < n and log-concave f ∈ L2(Rn),

Γ(n+ 1)
α
n

Γ(α)
|Sαf |

α
n ≥ ∥f∥2−

2α
n

2 ∥f∥
2α
n
1 ≥ ∥f∥22n

n+α
.

There is equality in the first inequality if f(x) = a e−∥x−x0∥∆ for x ∈ Rn with a ≥ 0,
x0 ∈ Rn, and ∆ an n-dimensional simplex having a vertex at the origin.

Here, ∥ · ∥∆ is the gauge function of ∆ ⊂ Rn. The second inequality follows from
Hölder’s inequality; for the proof of the first inequality, see Section 7.

We remark that it is easy to see that for general, non-negative f ∈ L2(Rn), no
non-trivial reverse inequality can hold. In Section 7, we establish reverse inequalities
also for α > n (see Theorem 15) and obtain results for s-concave functions for s > 0.
Moreover, we will establish reverse affine fractional L2 Sobolev inequalities.

2. Preliminaries

We collect results on symmetrization, star-shaped sets, log-concave and s-concave
functions, and fractional polar projection bodies.

2.1. Symmetrization. Let E ⊆ Rn be a Borel set of finite measure. The Schwarz
symmetral of E, denoted by E⋆, is the closed, centered Euclidean ball with the
same volume as E.

Let f be a non-negative measurable function with superlevel sets of finite mea-
sure. Let {f ≥ t} = {x ∈ Rn : f(x) ≥ t} for t ∈ R. We say that f is non-zero if
{f ̸= 0} has positive measure, and we identify functions that are equal up to a set
of measure zero. The layer cake formula states that

(5) f(x) =

∫ ∞

0

1{f≥t}(x) dt

for almost every x ∈ Rn and allows us to recover the function from its superlevel
sets. Here, for E ⊂ Rn, the indicator function 1E is defined by 1E(x) = 1 for x ∈ E
and 1E(x) = 0 otherwise.

The Schwarz symmetral of f , denoted by f⋆, is defined as

f⋆(x) =

∫ ∞

0

1{f≥t}⋆(x) dt

for x ∈ Rn. Hence f⋆ is determined a.e. by the properties of being radially sym-
metric and having superlevel sets of the same measure as those of f . Note that
f⋆ is also called the symmetric decreasing rearrangement of f . We say that f⋆ is
strictly symmetric decreasing, if f⋆(x) > f⋆(y) whenever |x| < |y|.

The proofs of our results make use of the Riesz rearrangement inequality (see,
for example, [18, Theorem 3.7]).

Theorem 3 (Riesz’s rearrangement inequality). For f, g, k : Rn → R non-negative,
measurable functions with superlevel sets of finite measure,∫

Rn

∫
Rn

f(x)k(x− y)g(y) dx dy ≤
∫
Rn

∫
Rn

f⋆(x)k⋆(x− y)g⋆(y) dx dy.
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We will use the characterization of equality cases of the Riesz rearrangement
inequality due to Burchard [3].

Theorem 4 (Burchard). Let A,B and C be sets of finite positive measure in Rn

and denote by α, β and γ the radii of their Schwarz symmetrals A⋆, B⋆ and C⋆.
For |α− β| < γ < α+ β, there is equality in∫

Rn

∫
Rn

1A(y) 1B(x− y) 1C(x) dxdy ≤
∫
Rn

∫
Rn

1A⋆(y) 1B⋆(x− y) 1C⋆(x) dxdy

if and only if, up to sets of measure zero,

A = a+ αD, B = b+ βD, C = c+ γD,

where D is a centered ellipsoid, and a, b and c = a+ b are vectors in Rn.

Theorem 5 (Burchard). Let f, g, k : Rn → R non-negative, non-zero, measurable
functions with superlevel sets of finite measure such that∫

Rn

∫
Rn

f(x)k(x− y)g(y) dxdy <∞.

If at least two of the Schwarz symmetrals f⋆, g⋆, k⋆ are strictly symmetric decreas-
ing, then there is equality in∫

Rn

∫
Rn

f(x)k(x− y)g(y) dxdy ≤
∫
Rn

∫
Rn

f⋆(x)k⋆(x− y)g⋆(y) dxdy

if and only if there is a volume-preserving ϕ ∈ GL(n) and a, b, c ∈ Rn with c = a+b
such that

f(x) = f⋆(ϕ−1x− a), k(x) = k⋆(ϕ−1x− b), g(x) = g⋆(ϕ−1x− c)

for x ∈ Rn.

2.2. Star-shaped sets and dual mixed volumes. A closed set K ⊆ Rn is star-
shaped (with respect to the origin) if the interval [0, x] ⊂ K for every x ∈ K. The
gauge function ∥ · ∥K : Rn → [0,∞] of a star-shaped set is defined as

∥x∥K = inf{λ > 0 : x ∈ λK}
and the radial function ρK : Rn \ {0} → [0,∞] as

ρK(x) = ∥x∥−1
K = sup{λ ≥ 0 : λx ∈ K}.

For the n-dimensional unit ball Bn, we have ∥ · ∥Bn = | · |. The n-dimensional
Lebesgue measure, or volume of a star-shaped set K ⊂ Rn with measurable radial
function is given by

|K| = 1

n

∫
Sn−1

ρK(ξ)n dξ.

We call K a star body if its radial function is strictly positive and continuous in
Rn \ {0}.

Let α ∈ R\{0, n}. For star-shaped sets K,L ⊆ Rn with measurable radial
functions, the dual mixed volume is defined as

Ṽα(K,L) =
1

n

∫
Sn−1

ρK(ξ)n−αρL(ξ)
α dξ.

Note that

Ṽα(K,K) = |K|.
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For 0 < α < n and star-shaped sets K,L ⊆ Rn of finite volume, the dual mixed
volume inequality states that

(6) Ṽα(K,L) ≤ |K|(n−α)/n|L|α/n.

Equality holds if and only if K and L are dilates, where we say that star-shaped
sets K and L are dilates if ρK = c ρL almost everywhere on Sn−1 for some c ≥ 0.
The definition of dual mixed volume for star bodies is due to Lutwak [21], where
also the dual mixed volume inequality (6) is derived from Hölder’s inequality. For
0 < α < n and star-shaped sets of finite volume, it follows from (6) that the dual
mixed volume is finite. For star-shaped sets K,L ⊆ Rn and α > n, the dual mixed
volume inequality states that

(7) Ṽα(K,L) ≥ |K|(n−α)/n|L|α/n.

It follows from the equality case of Hölder’s inequality that equality holds for finite
Ṽα(K,L) if and only if K and L are dilates. See [9, 29] for more information on
dual mixed volumes.

2.3. Log-concave and s-concave functions. A function f : Rn → [0,∞) is log-
concave, if x 7→ log f(x) is a concave function on Rn with values in [−∞,∞). For
s > 0, a function f : Rn → [0,∞) is s-concave, if fs is concave on its support.

The following result is a consequence of the Prékopa–Leindler inequality. It can
be found as Theorem 11.3 in [10]. Log-concave functions are included as the case
s = 0.

Lemma 6. Let s ≥ 0. If f, g ∈ L1(Rn) are s-concave, then their convolution is
s/(ns+ 2)-concave.

Here, the convolution of f, g ∈ L1(Rn) is defined by

f ∗ g(x) =
∫
Rn

f(x− y) g(y) dy

for x ∈ Rn.
We also consider the limiting case s = ∞. We say that a function f : Rn → [0,∞)

is s-concave with s = ∞ if it is a multiple of the indicator function of a convex
body.

2.4. Fractional L2 polar projection bodies. For measurable f : Rn → R and
0 < α < 1, the α-fractional L2 polar projection body of f , denoted by Π∗,α

2 f , was
defined in [16] by its radial function for ξ ∈ Sn−1 as

(8) ρΠ∗,α
2 f (ξ)

−2α =

∫ ∞

0

t−2α−1

∫
Rn

|f(x+ tξ)− f(x)|2 dx dt.

The fractional Sobolev space Wα,2(Rn) is the set of all f ∈ L2(Rn) such that∫
Rn

∫
Rn

|f(x)− f(x)|2

|x− y|n+2α
dx dy <∞.

The affine fractional L2 Sobolev inequality [16, Theorem 1] states that

(9) ∥f∥2 2n
n−2α

≤ σn,2,α nω
n+2α

n
n |Π∗,α

2 f |− 2α
n

for f ∈Wα,2(Rn) and 0 < α < 1, where σn,2,α is an explicitly known constant.
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3. The Star-shaped Set Sαf

Let f : Rn → [0,∞) be measurable, K ⊂ Rn star-shaped with measurable
radial function and α > 0. Anisotropic fractional Sobolev norms were introduced
in [19,20] and used in [15]. Here, we introduce∫

Rn

∫
Rn

f(x)f(y)

∥x− y∥n−α
K

dxdy,

an anisotropic version of the functional from (1). Using Fubini’s theorem, polar
coordinates, and (3), we obtain that∫

Rn

∫
Rn

f(x)f(y)

∥x− y∥n−α
K

dxdy =

∫
Rn

∫
Rn

f(y)f(y + z)

∥z∥n−α
K

dy dz

=

∫
Sn−1

∫ ∞

0

ρK(tξ)n−α tn−1

∫
Rn

f(y)f(y + tξ) dy dtdξ

=

∫
Sn−1

ρK(ξ)n−α

∫ ∞

0

tα−1

∫
Rn

f(y)f(y + tξ) dy dtdξ

=

∫
Sn−1

ρK(ξ)n−αρSαf (ξ)
αdξ.

Hence,

(10)

∫
Rn

∫
Rn

f(x)f(y)

∥x− y∥n−α
K

dx dy = nṼα(K, Sαf)

for measurable f : Rn → [0,∞) and star-shaped K ⊂ Rn with measurable radial
function.

Note that, using polar coordinates and Fubini’s theorem, we obtain that

|Snf | =
1

n

∫
Sn−1

ρSnf (ξ)
n dξ

=
1

n

∫
Sn−1

∫ ∞

0

∫
Rn

tn−1f(x)f(x+ tξ) dxdtdξ

=
1

n

∫
Rn

∫
Rn

f(x)f(x+ y) dy dx

=
1

n
∥f∥21

(11)

for measurable f : Rn → [0,∞).
We remark that for 0 < α < n and given measurable f : Rn → [0,∞), the dual

mixed volume inequality (6) and (10) imply that

sup
{∫

Rn

∫
Rn

f(x)f(y)

∥x− y∥n−α
K

dxdy : K ⊂ R star-shaped, |K| = ωn

}
= nω

n−α
n

n |Sαf |
α
n

is attained precisely for a suitable dilate of Sαf if |Sαf | is finite. In this sense, Sαf
is the optimal choice of the star-shaped set K for given f . For α > n and given
measurable f : Rn → [0,∞), the dual mixed volume inequality (7) and (10) imply
that

inf
{∫

Rn

∫
Rn

f(x)f(y)

∥x− y∥n−α
K

dxdy : K ⊂ R star-shaped, |K| = ωn

}
= nω

n−α
n

n |Sαf |
α
n
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is attained precisely for a suitable dilate of Sαf if |Sαf | is finite. Again Sαf is the
optimal choice in this sense.

We mention the following property of Sαf for log-concave f .

Proposition 7. If f : Rn → [0,∞) is log-concave and in L1(Rn), then Sαf is a
convex body for every α > 0.

Proof. Since f is log-concave and in L1(Rn), so is

y 7→
∫
Rn

f(x)f(x+ y) dx.

This follows from the Young inequality (cf. [18, Theorem 4.2]) and Lemma 6. Hence,
using a result of Ball [1, Theorem 5] (or see [11, Corollary 4.2]), we obtain the
result. □

4. Affine HLS Inequalities for 0 < α < n

The following result is an immediate consequence of the Riesz rearrangement
inequality and its equality case from Theorem 5.

Lemma 8. Let q > 0 and K ⊂ Rn a star-shaped set with measurable radial function
and |K| > 0. For a non-zero, measurable function f : Rn → [0,∞) such that∫

Rn

∫
Rn

f(x)f(y)

∥x− y∥qK
dxdy <∞

and strictly symmetric decreasing f⋆, there is equality in∫
Rn

∫
Rn

f(x)f(y)

∥x− y∥qK
dxdy ≤

∫
Rn

∫
Rn

f⋆(x)f⋆(y)

∥x− y∥qK⋆

dxdy

if and only if K is a centered ellipsoid and f is a translate of f⋆.

We require the following lemmas for the proof of Theorem 1.

Lemma 9. Let 0 < α < n and K ⊂ Rn be star-shaped with measurable radial
function. If f : Rn → [0,∞) is non-zero and measurable and∫

Rn

∫
Rn

f(x)f(y)

∥x− y∥n−α
K

dx dy <∞,

then

Ṽα(K,Sαf) ≤ Ṽα(K
⋆,Sαf

⋆).

For |K| > 0 and f⋆ strictly symmetric decreasing, there is equality if and only if K
is a centered ellipsoid and f is a translate of f⋆.

Proof. By (10) and the Riesz rearrangement inequality, Theorem 3, we have

Ṽα(K,Sαf) ≤ Ṽα(K
⋆,Sαf

⋆).

By Lemma 8, there is equality if and only if K is a centered ellipsoid and f is a
translate of f⋆. □
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Lemma 10. Let 0 < α < n and p = 2α/(n+ α). For non-negative f ∈ Lp(Rn),

|Sαf | ≤ |Sαf⋆|.

For f⋆ strictly symmetric decreasing with |Sαf⋆| <∞, there is equality if and only
if f is a translate of f⋆.

Proof. First, assume that |Sαf | < ∞. By Lemma 9 with K = Sαf and the dual
mixed volume inequality (6) for 0 < α < n, we have

|Sαf | = Ṽα(Sαf, Sαf)

≤ Ṽα((Sαf)
⋆,Sαf

⋆)

≤ |(Sαf)⋆|
n−α
n |Sαf⋆|

α
n

= |Sαf |
n−α
n |Sαf⋆|

α
n .

The equality case follows from Lemma 9.
Second, assume that |Sαf | = ∞. For k ≥ 1, define

f(k)(x) = f(x) 1kBn(x).

Note that f(k) is non-decreasing with respect to k and converges to f pointwise.
By the monotone convergence theorem, we obtain

lim
k→∞

∫ ∞

0

tα−1

∫
Rn

f(k)(x)f(k)(x+ tξ) dx dt =

∫ ∞

0

tα−1

∫
Rn

f(x)f(x+ tξ) dxdt

and the convergence is monotone. A second application of the monotone conver-
gence theorem shows that

lim
k→∞

∫
Sn−1

(∫ ∞

0

tα−1

∫
Rn

f(k)(x)f(k)(x+ tξ) dxdt

)n
α

dξ

=

∫
Sn−1

(∫ ∞

0

tα−1

∫
Rn

f(x)f(x+ tξ) dxdt

)n
α

dξ.

Hence,

(12) lim
k→∞

|Sαf(k)| = |Sαf | = ∞.

Since f ∈ Lp(Rn), the function f(k) has compact support and |Sαf(k)| < ∞ for
k ≥ 1. It is easy to verify that (f(k))

⋆ ≤ f⋆ a.e., so the first part of the lemma
implies that

|Sαf(k)| ≤ |Sα(f(k))⋆| ≤ | Sαf⋆|

for k ≥ 1. It follows from (12) that |Sαf(k)| → ∞, which shows that

|Sαf⋆| = ∞,

which is what we wanted to show. □
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4.1. Proof of Theorem 1. Since ∥f∥p = ∥f⋆∥p, we obtain by the classical HLS
inequality (1), by (10) and by Lemma 10 that

γn,α∥f∥2p ≥
∫
Rn

∫
Rn

f⋆(x)f⋆(y)

|x− y|n−α
dxdy

= nṼα(B
n,Sαf

⋆)

= nω
n−α
n

n |Sαf⋆|
α
n

≥ nω
n−α
n

n |Sαf |
α
n .

If there is equality throughout, then f⋆ realizes equality in the HLS inequality (1).
Hence f⋆(x) = a(1 + λ |x|2)−n/p for some a ≥ 0 and λ > 0. Consequently, f⋆ is
strictly symmetric decreasing, and we may apply Lemma 10 to obtain the equality
case in the first inequality in Theorem 1.

For the second inequality, we set K = Bn in (10) and apply the dual mixed
volume inequality (6) to obtain∫

Rn

∫
Rn

f(x)f(y)

|x− y|n−α
dxdy = nṼα(B

n,Sαf) ≤ nω
n−α
n

n |Sαf |
α
n .

There is equality precisely if Sαf is a ball, which is the case for radially symmetric
functions.

5. Affine HLS Inequalities for α > n

Jingbo Dou and Meijun Zhu [7] and William Beckner [2] established sharp HLS
inequalities for α > n (also see [6, 28]):

(13) γn,α∥f∥22n
n+α

≤
∫
Rn

∫
Rn

f(x)f(y)

|x− y|n−α
dx dy

for non-negative f ∈ Lp(Rn) with p = 2n/(n+ α), where γn,α is defined in (2).

There is equality if f(x) = a(1 + λ |x− x0|2)−(n−α)/2 for x ∈ Rn with a ≥ 0, λ > 0
and x0 ∈ Rn.

We will establish sharp HLS inequalities for α > n that strengthen and imply
(13). We require the following lemmas.

The following result is a consequence of the Riesz rearrangement inequality and
Theorem 4. Note that the middle function in (14) has superlevel sets of infinite
measure.

Lemma 11. Let q > 0 and K ⊂ Rn a star-shaped set with 0 < |K| < ∞. For
non-negative, non-zero f ∈ Lp(Rn) such that

(14)

∫
Rn

∫
Rn

f(x)∥x− y∥qK f(y) dxdy <∞,

there is equality in

(15)

∫
Rn

∫
Rn

f(x)∥x− y∥qK f(y) dx dy ≥
∫
Rn

∫
Rn

f⋆(x)∥x− y∥qK⋆ f
⋆(y) dxdy

if and only if K is a centered ellipsoid and f is a translate of f⋆.
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Proof. Writing

∥z∥qK =

∫ ∞

0

ks(z) ds

where kt(z) = 1s1/q(Rn\K)(z), and using the layer-cake formula (5) for f and g, we
obtain ∫

Rn

∫
Rn

f(x)∥x− y∥qKf(y) dxdy

=

∫ ∞

0

∫ ∞

0

∫ ∞

0

∫
Rn

∫
Rn

1{f≥r}(x)ks(x− y) 1{f≥t}(x) dxdy dr dsdt.

The Riesz rearrangement inequality, Theorem 3, implies that∫
Rn

∫
Rn

1{f≥r}(x)ks(x− y) 1{f≥t}(y) dxdy

=

∫
Rn

∫
Rn

1{f≥r}(x)(1− 1s1/qK(x− y)) 1{f≥t}(y) dx dy

=

∫
Rn

∫
Rn

1{f≥r}(x) 1{f≥t}(y) dx dy

−
∫
Rn

∫
Rn

1{f≥r}(x) 1s1/qK(x− y) 1{f≥t}(y) dxdy

≥
∫
Rn

∫
Rn

1{f≥r}⋆(x)k⋆s(x− y) 1{f≥t}⋆(y) dxdy

for r, s, t > 0. Note that
∫
Rn 1{f≥r}(x) dx < ∞ for r > 0, as f ∈ Lp(Rn). If there

is equality in (15), then there is a null set M ⊂ (0,∞)3 such that∫
Rn

∫
Rn

1{f≥r}(x) 1s1/qK(x− y) 1{f≥t}(y) dxdy

=

∫
Rn

∫
Rn

1{f≥r}⋆(x) 1s1/qK⋆(x− y) 1{f≥t}⋆(y) dxdy

for (r, s, t) ∈ (0,∞)3\M .
For almost every (r, t) ∈ (0,∞)2, we have (r, s, t) ∈ (0,∞)3\M for almost every

s > 0. For such (r, t) with r ≥ t and s > 0 sufficiently small, the assumptions of
Theorem 4 are fulfilled and therefore there are a centered ellipsoid D and a, b ∈ Rn

(depending on (r, s, t)) such that

{f ≥ r} = a+ αD, s1/qK = b+ βD, {f ≥ t} = c+ γD

where c = a+ b. Since K = s−1/qb+ (|K|/|D|)1/nD, the centered ellipsoid D does
not depend on (r, s, t) and hence the vectors a and c do not depend on s. It follows
that b = 0 and that K is a multiple of D. Hence a = c is a constant vector, which
concludes the proof. □

Lemma 12. Let α > n and K ⊂ Rn be star-shaped with measurable radial function.
If f : Rn → [0,∞) is non-zero and measurable and∫

Rn

∫
Rn

f(x)f(y)

∥x− y∥n−α
K

dx dy <∞,

then

Ṽα(K,Sαf) ≥ Ṽα(K
⋆,Sαf

⋆).
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For |K| > 0, there is equality if and only if K is a centered ellipsoid and f is a
translate of f⋆.

Proof. By (10) and Lemma 11, we have

Ṽα(K,Sαf) ≥ Ṽα(K
⋆,Sαf

⋆).

By Lemma 11, there is equality if and only if K is a centered ellipsoid and f is a
translate of f⋆. □

Lemma 13. Let α > n and f : Rn → [0,∞) measurable. If |Sαf | <∞, then

|Sαf | ≥ |Sαf⋆|.

There is equality if and only if f is a translate of f⋆.

Proof. By Lemma 12 with K = Sαf and the dual mixed volume inequality (7) for
α > n, we have

|Sαf | = Ṽα(Sαf, Sαf)

≥ Ṽα((Sαf)
⋆,Sαf

⋆)

≥ |(Sαf)⋆|
n−α
n |Sαf⋆|

α
n

= |Sαf |
n−α
n |Sαf⋆|

α
n .

The equality case follows from Lemma 12. □

We are now in the position to prove affine HLS inequalities for α > n.

Theorem 14. For α > n and non-negative f ∈ L2n/(n+α)(Rn),

γn,α∥f∥22n
n+α

≤ nω
n−α
n

n |Sαf |
α
n ≤

∫
Rn

∫
Rn

f(x)f(y)

|x− y|n−α
dx dy.

There is equality in the first inequality precisely if f(x) = a(1+|ϕ(x−x0)|2)−(n−α)/2

for x ∈ Rn with a ≥ 0, ϕ ∈ GL(n) and x0 ∈ Rn. There is equality in the second
inequality if f is radially symmetric.

Proof. For the first inequality, we may assume that |Sαf | is finite. Since ∥f∥p =
∥f⋆∥p, we obtain by the HLS inequality (13), by (10) and by Lemma 13 that

γn,α∥f∥2p ≤
∫
Rn

∫
Rn

f⋆(x)f⋆(y)

|x− y|n−α
dxdy

= nṼα(B
n,Sαf

⋆)

= nω
n−α
n

n |Sαf⋆|
α
n

≤ nω
n−α
n

n |Sαf |
α
n .

If there is equality throughout, then f⋆ realizes equality in the HLS inequality (13).
Hence f⋆(x) = a(1 + λ |x|2)−n/p for some a ≥ 0 and λ > 0. By Lemma 13, we
obtain the equality case.
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For the second inequality, assume that∫
Rn

∫
Rn

f(x)f(y)

|x− y|n−α
dxdy <∞.

We set K = Bn in (10) and apply the dual mixed volume inequality (7) to obtain∫
Rn

∫
Rn

f(x)f(y)

|x− y|n−α
dxdy = nṼα(B

n,Sαf) ≥ nω
n−α
n

n |Sαf |
α
n .

There is equality precisely if Sαf is a ball, which is the case for radially symmetric
functions. □

Next, we state a sharp reverse of the first inequality from Theorem 14 for log-
concave functions.

Theorem 15. For α > n and log-concave f ∈ L2(Rn),

Γ(n+ 1)
α
n

Γ(α)
|Sαf |

α
n ≤ ∥f∥2−

2α
n

2 ∥f∥
2α
n
1 ≤ ∥f∥22n

n+α
.

There is equality in the first inequality if f(x) = a e−∥x−x0∥∆ for x ∈ Rn with
a ≥ 0, x0 ∈ Rn and ∆ an n-dimensional simplex having a vertex at the origin.

The proof of this result will be given in Section 7.

6. Radial Mean Bodies

Let E ⊂ Rn be a convex body. For α > −1 and α ̸= 0, Gardner and Zhang [11]
defined the radial α-th mean body of E, by its radial function for ξ ∈ Sn−1, as

ρRαE(ξ)
α =

1

|E|

∫
E

ρE−x(ξ)
α dx

for α ̸= 0 and as

log(ρR0E(ξ)) =
1

|E|

∫
E

log(ρE−x(ξ)) dx.

They showed that RpE is a star body for α > −1 and a convex body for α ≥ 0.
This also follows from Proposition 7 and equation (16), which we will establish
below. Gardner and Zhang [11] also showed that for α > −1 and ξ ∈ Sn−1,

ρRαE(ξ)
α =

1

(α+ 1)|E|

∫
E|ξ⊥

|E ∩ (ℓξ + y)|α+1
1 dy,

where ℓξ = {tξ : t ∈ R} is the line in direction ξ and | · |1 denotes one-dimensional
volume while E|ξ⊥ is the image of the orthogonal projection of E to the hyperplane
orthogonal to ξ.
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Let E ⊂ Rn be convex. If α > 0, then the definition of Sα1E implies that

ρSα1E (ξ)
α =

∫ ∞

0

tα−1|E ∩ (E + tξ)|1 dt

=

∫ ∞

0

tα−1

∫
E|ξ⊥

(|E ∩ (ℓξ + y)|1 − t)+ dy dt

=

∫
E|ξ⊥

∫ ∞

0

tα−1(|E ∩ (ℓξ + y)|1 − t)+ dtdy

=

∫
E|ξ⊥

∫ |E∩(ℓξ+y)|1

0

tα−1(|E ∩ (ℓξ + y)|1 − t) dtdy

=
1

α(α+ 1)

∫
E|ξ⊥

|E ∩ (ℓξ + y)|α+1
1 dy.

Hence,

(16) Sα1E =
( |E|
α

)1/α
RαE

for α > 0. If −1 < α < 0, then, using (8), we obtain that

ρ
Π

∗,−α/2
2 1E

(ξ)α =

∫ ∞

0

tα−1|E∆(E + tξ)|dt

=

∫ ∞

0

tα−1

∫
E|ξ⊥

2min{|E ∩ (ℓξ + y)|1, t} dy dt

= 2

∫
E|ξ⊥

∫ ∞

0

tα−1 min{|E ∩ (ℓξ + y)|1, t} dtdy

= 2

∫
E|ξ⊥

∫ |E∩(ℓξ+y)|1

0

tα dt+

∫ ∞

|E∩(ℓξ+y)|1
|E ∩ (ℓξ + y)|1 tα−1 dtdy

= − 2

α(α+ 1)

∫
E|ξ⊥

|E ∩ (ℓξ + y)|α+1
1 dy,

where E∆F is the symmetric difference of E,F ⊂ Rn. Hence, we obtain that

(17) Π
∗,−α/2
2 1E =

(2|E|
−α

)1/α
RαE

for −1 < α < 0.
See [11, 15] for information on sharp affine isoperimetric inequalities for radial

mean bodies.

7. Reverse Affine HLS and Fractional L2 Sobolev Inequalities

We prove Theorem 2 and Theorem 15 for log-concave functions and derive results
for s-concave functions for s > 0. In addition, we establish reverse affine fractional
L2 Sobolev inequalities.

7.1. An auxiliary result. We require the following result (see, for example, [27,
Lemma 2.6], where it is said to be a consequence of [25]). A simple computation
gives the equality case.
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Lemma 16. Let ω : [0,∞) → [0,∞) be decreasing with

(18) 0 <

∫ ∞

0

tα−1ω(t) dt <∞

for α > 0. If φ : [0,∞) → [0,∞) is non-zero, with φ(0) = 0, and such that t 7→ φ(t)
and t 7→ φ(t)/t are increasing on (0,∞), then

(19) ζ(α) =

(∫∞
0
tα−1ω(φ(t)) dt∫∞

0
tα−1ω(t) dt

) 1
α

is a decreasing function of α on (0,∞). Moreover, ζ is constant on (0,∞) if φ(t) =
λt on [0,∞) for some λ > 0.

Note that (18) and the assumptions on φ and ω imply that both integrals in (19)
are finite and that the conditions of [27, Lemma 2.6] are fulfilled.

We will extend Lemma 16 to α ∈ (−1,∞). Let ω be as in Lemma 16 and α > 0.
For any t0 > 0, we have

(20)

∫ ∞

0

tα−1ω(t) dt =

∫ ∞

t0

tα−1ω(t) dt−
∫ t0

0

tα−1(ω(0)− ω(t)) dt+ ω(0)
tα0
α
.

If, in addition, ∫ ∞

0

tα−1(ω(0)− ω(t)) dt <∞

for α ∈ (−1, 0), then the right side of (20) is finite for α ∈ (−1, 0). Moreover, it is
equal to ∫ ∞

0

tα−1(ω(t)− ω(0)) dt,

which is the analytic continuation of α 7→
∫∞
0
tα−1ω(t) dt to (−1, 0) (see, for exam-

ple, [12, Section 1.3]).

For ω(t) = e−t and ω(t) = (1 − st)
1/s
+ with s > 0, we obtain the well-known

analytic continuation formulas for the Gamma and Beta functions,

(21) Γ(α) =

{∫∞
0
tα−1e−t dt for 0 < α,∫∞

0
tα−1(e−t − 1) dt for − 1 < α < 0,

and

(22) s−α B(α, 1 +
1

s
) =


∫∞
0
tα−1(1− st)

1/s
+ dt for 0 < α,∫∞

0
tα−1((1− st)

1/s
+ − 1) dt for − 1 < α < 0.

We extend Lemma 16 to α ∈ (−1,∞) using the analytic continuation formula
from (20).

Lemma 17. Let ω : [0,∞) → [0,∞) be decreasing with

0 <

∫ ∞

0

tα−1ω(t) dt <∞

for α > 0 and

0 <

∫ ∞

0

tα−1(ω(0)− ω(t)) dt <∞
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for −1 < α < 0. If φ : [0,∞) → [0,∞) is non-zero, with φ(0) = 0, and such that
t 7→ φ(t) and t 7→ φ(t)/t are increasing on (0,∞), then

ζ(α) =



(∫∞
0
tα−1ω(φ(t)) dt∫∞

0
tα−1ω(t) dt

) 1
α

for α > 0

exp
(∫ ∞

0

ω(φ(t))− ω(t)

t ω(0)
dt
)

for α = 0(∫∞
0
tα−1(ω(φ(t))− ω(0)) dt∫∞

0
tα−1(ω(t)− ω(0)) dt

) 1
α

for − 1 < α < 0

is a continuous, decreasing function of α on (−1,+∞). Moreover, ζ is constant on
(−1,∞) if φ(t) = λt on [0,∞) for some λ > 0.

Proof. First, we show that ζ is well-defined. Take t0 > 0 such that φ(t0) > 0, and
set v0 = φ(t0)/t0. Since t 7→ φ(t)/t is increasing, we have φ(t) ≤ v0t for 0 ≤ t ≤ t0
and φ(t) ≥ v0t for t ≥ t0.

For α ∈ (−1,∞), we have

v0

∫ ∞

t0

tα−1ω(φ(t)) dt ≤ v0

∫ ∞

t0

tα−1ω(v0t) dt

=

∫ ∞

v0

(
t

v0

)α−1

ω(t) dt,

(23)

where the last integral is finite and increasing with respect to α, and

v0

∫ t0

0

tα−1(ω(0)− ω(φ(t))) dt ≤ v0

∫ t0

0

tα−1(ω(0)− ω(v0t)) dt

=

∫ v0

0

(
t

v0

)α−1

(ω(0)− ω(t)) dt,

(24)

where the last integral is finite and decreasing with respect to α. Now (23), (24),
and (20) together with the dominated convergence theorem show that ζ is well-
defined and continuous on (−1, 0) and (0,∞).

For α = 0, we have∫ t0

0

∣∣∣ω(φ(t))− ω(t)

t

∣∣∣ dt
≤
∫ t0

0

t−1(ω(0)− ω(φ(t))) dt+

∫ t0

0

t−1(ω(0)− ω(t)) dt

≤
∫ v0

0

t−1(ω(0)− ω(t)) dt+

∫ t0

0

t−1(ω(0)− ω(t)) dt

(25)

and ∫ ∞

t0

∣∣∣∣ω(φ(t))− ω(t)

t

∣∣∣∣ dt ≤ ∫ ∞

v0

t−1ω(t) dt+

∫ ∞

t0

t−1ω(t) dt.(26)

The monotonicity of the last integrals of (23) and (24) shows that the integrals in
(25) and (26) are finite. Hence ζ(0) is well-defined.
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It follows from Lemma 16 that ζ is decreasing on (0,∞). We show that it is
decreasing on (−1, 0). By the change of variables r = t−1, we get

ζ(α)−1 =

(∫∞
0
r−α−1(ω(0)− ω(ψ(r)−1)) dr∫∞

0
r−α−1(ω(0)− ω(r−1)) dr

)− 1
α

where ψ(r) = φ(r−1)−1. Observe that ω(0)−ω(r−1) is decreasing and non-negative,

and that ψ(r)/r =
(
φ(r−1)/r−1

)−1
is increasing. Since −α ∈ (0, 1), Lemma 16

implies that ζ(α)−1 is an increasing function of α.
Using (20) and the elementary relation,

lim
α→0±

(
a(α) + c

α

b(α) + c
α

) 1
α

= exp

(
a(0)− b(0)

c

)
,

which is valid for a constant c ̸= 0 and continuous functions α 7→ a(α) and α 7→ b(α),
we obtain that

lim
α→0±

ζ(α) = exp

(∫ ∞

0

ω(φ(t))− ω(t)

t ω(0)
dt

)
.

So ζ is continuous at α = 0. □

7.2. Radial mean bodies of functions. Let f ∈ L2(Rn) be non-zero and non-
negative. We define

(27) Rαf =

(
α

∥f∥22

) 1
α

Sαf

for α > 0 and

(28) Rαf =

(
|α|

2∥f∥22

) 1
α

Π
∗,−α/2
2 f

for −1 < α < 0. In addition, we define R0f by its radial function for ξ ∈ Sn−1 as

log(ρR0f (ξ)) = −γ +

∫ ∞

0

1

t

(
1

∥f∥22

∫
Rn

f(x)f(x+ tξ) dx− e−t

)
dt,

where γ is Euler’s constant. The definitions (27) and (28) are compatible with (16)
and (17) for f = 1E and a convex body E ⊂ Rn. Note that (11) implies that

(29) |Rnf | =
∥f∥21
∥f∥22

for non-zero f ∈ L2(Rn).

7.3. Results for log-concave functions. We start with a simple calculation, for
which we need the following notation. For f ∈ L2(Rn) and y ∈ Rn, we set

Gf(y) =

∫
Rn

f(x) f(x+ y) dx.

We define the simplex ∆n ⊂ Rn as the convex hull of the origin and the standard
basis vectors e1, . . . , en. In addition, let Bn

1 = {(x1, . . . , xn) : |x1|+ · · ·+ |xn| ≤ 1}
and Rn

+ = {(x1, . . . , xn) ∈ Rn : x1, . . . , xn ≥ 0}.
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Lemma 18. If f(x) = e−∥x∥∆n for x ∈ Rn, then

Gf(y) =
1

2n
e
−∥y∥Bn

1

for y ∈ Rn.

Proof. We have

f(x) =

{
e−(x1+···+xn) for x ∈ Rn

+,

0 for x ̸∈ Rn
+.

Setting g = Gf , we obtain that

g(y) = e−(y1+···+yn)
n∏

i=1

∫
R+∩(R+−yi)

e−2xi dxi.

Using

2

∫
R+∩(R+−yi)

e−2xi dxi =

{
1 for yi ≥ 0

e2yi for yi < 0

and I−(y) = {1 ≤ i ≤ n : yi < 0}, we obtain that

g(y) =
1

2n
e
−(y1+···+yn)+2

∑n
i∈I−(y) yi =

1

2n
e
−∥y∥Bn

1

for y ∈ Rn. □

We establish the following inclusion relation.

Theorem 19. If f ∈ L2(Rn) is non-zero and log-concave, then

1

Γ(β + 1)1/β
Rβf ⊆ 1

Γ(α+ 1)1/α
Rαf

for −1 < α < β < ∞. There is equality if f(x) = a e−∥x−x0∥∆ for x ∈ Rn with
a > 0, x0 ∈ Rn and ∆ an n-dimensional simplex having a vertex at the origin.

Proof. Note that g = Gf is even, attains a maximum at y = 0 and that g(0) = ∥f∥22.
Moreover, g is log-concave by Lemma 6.

We fix ξ ∈ Sn−1 and see that t 7→ g(tξ) is a positive, decreasing, log-concave
function. We apply Lemma 17 to ω(t) = g(0)e−t, φ(t) = − log(g(tξ)/g(0)) and
observe that

ζ(α) =

( ∫∞
0
tα−1g(tξ) dt∫∞

0
tα−1g(0)e−t dt

)1/α

=
ρRαf (ξ)

Γ(α+ 1)1/α

for α > 0 and

ζ(α) =

( ∫∞
0
tα−1(g(0)− g(tξ)) dt∫∞

0
tα−1(g(0)− g(0)e−t) dt

)1/α

=
ρRαf (ξ)

Γ(α+ 1)1/α

for −1 < α < 0, where we used formula (21). This proves the inclusion. There
is equality in Lemma 17 if g(tξ) = e−h(ξ)t for some function h : Sn−1 → (0,∞).
Hence, the equality case follows from Lemma 18 and the SL(n) and translation
invariance and homogeneity of |Rαf |. □
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Using (27) and (29), we obtain both Theorem 2 and Theorem 15 immediately
from the above result. Using (28), (29), and Hölder’s inequality, we also obtain the
following inequality from Theorem 19.

Theorem 20. For 0 < α < 1/2 and log-concave f ∈ L2(Rn),

α

Γ(n+ 1)
2α
n Γ(1− 2α)

|Π∗,α
2 f |− 2α

n ≤ ∥f∥2+
4α
n

2 ∥f∥−
4α
n

1 ≤ ∥f∥2 2n
n−2α

.

There is equality in the first inequality if f(x) = a e−∥x−x0∥∆ for x ∈ Rn with
a ≥ 0, x0 ∈ Rn and ∆ an n-dimensional simplex having a vertex at the origin.

The inequality in the previous theorem is a reverse inequality to the affine fractional
L2 Sobolev inequality (9).

7.4. Results for s-concave functions. We obtain the following inclusion rela-
tion.

Theorem 21. Let s > 0. If f ∈ L2(Rn) is non-zero and s-concave, then

1(
(n+ 2

s ) B(β + 1, n+ 2
s )
)1/β Rβf ⊆ 1(

(n+ 2
s ) B(α+ 1, n+ 2

s )
)1/α Rαf

for −1 < α < β <∞.

Proof. As in the proof of Theorem 19, note that g = Gf is even, continuous, and
attains a maximum at y = 0. For ξ ∈ Sn−1, it follows that t 7→ g(tξ) is positive
and decreasing. By Lemma 6, the function g is r-concave with r = s/(ns+ 2).

We apply Lemma 17 with ω(t) = g(0)(1−rt)1/r+ and φ(t) = (1−(g(tξ)/g(0))r)/r.
We obtain that

ζ(α) =

( ∫∞
0
tα−1g(tξ) dt∫∞

0
g(0)tα−1(1− rt)

1/r
+ dt

)1/α

=
r ρRαf (ξ)

(αB(α, 1 + 1
r ))

1/α

for α > 0 and

ζ(α) =

( ∫∞
0
tα−1(g(0)− g(tξ)) dt∫∞

0
tα−1(g(0)(1− rt)

1/r
+ − g(0)) dt

)1/α

=
r ρRαf (ξ)

(αB(α, 1 + 1
r ))

1/α

for −1 < α < 0, where we used formula (22). The result now follows from
Lemma 17. □

For s → 0, we recover Theorem 19 from Theorem 21. For s → ∞ and f = 1E
for a convex body E ⊂ Rn, Theorem 21 implies that

(30)
1(

nB(β + 1, n)
)1/β RβE ⊆ 1(

nB(α+ 1, n)
)1/α RαE

for−1 < α < β. This recovers Theorem 5.5 by Gardner and Zhang [11], who showed
that there is equality in (30) precisely for n-dimensional simplices. The problem to
determine the precise equality conditions in Theorem 19 and Theorem 21 is open.

It follows from the proof of Theorem 21 under the assumptions given there that

(31)
ρRβf (ξ)(

(n+ 2
s ) B(β + 1, n+ 2

s )
)1/β ≤ ρRαf (ξ)(

(n+ 2
s )B(α+ 1, n+ 2

s )
)1/α
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with equality for ξ ∈ Sn−1 if Gf(tξ) = a(1− λt)
1/s
+ for t > 0 with a ≥ 0 and λ > 0.

The following lemma shows that the inequality in (31) is sharp in some directions
and that the constants in Theorem 21 are optimal.

Lemma 22. Let s > 0. If f(x) = (1− ∥x∥∆n)
1/s
+ for x ∈ Rn, then

Gf(y) = a
(
1− 1

2
∥y∥Bn

1

)n+2/s

+

for every y ∈ Rn with y1 + · · ·+ yn = 0, where a = B(n, 1 + 2/s)/(n− 1)!.

Proof. Let t− = max{0,−t} for t ∈ R and y− = ((y1)−, . . . , (yn)−) for y ∈ Rn.

Setting δ(t) = (1− t)
1/s
+ , we have

Gf(y) =

∫
Rn

+∩(Rn
+−y)

δ
( n∑
i=1

xi
)
δ
( n∑
i=1

(xi + yi)
)
dx

=

∫
Rn

++y−

δ
( n∑
i=1

xi
)
δ
( n∑
i=1

(xi + yi)
)
dx

=

∫
Rn

+

δ
( n∑
i=1

(xi + (yi)−)
)
δ
( n∑
i=1

(xi + yi + (yi)−
)
dx

=

∫
Rn

+

δ
( n∑
i=1

xi +

n∑
i=1

(yi)−
)
δ
( n∑
i=1

xi +

n∑
i=1

(yi)+) dx

=
1

(n− 1)!

∫ ∞

0

rn−1δ(r + ∥y−∥Bn
1
) δ(r + ∥y+∥Bn

1
) dr.

Now note that if ∥y−∥Bn
1
= ∥y+∥Bn

1
= 1

2∥y∥Bn
1
= t, then

Gf(y) =
1

(n− 1)!

∫ ∞

0

rn−1δ(r + t)2 dr

=
1

(n− 1)!

∫ ∞

0

rn−1(1− r − t)
2/s
+ dr.

For t > 1, this quantity is 0. Otherwise, we get

Gf(y) =
1

(n− 1)!

∫ 1−t

0

rn−1(1− r − t)2/s dr

=
1

(n− 1)!
(1− t)

∫ 1

0

((1− t)s)n−1((1− t)− (1− t)r)2/s dr

=
1

(n− 1)!
(1− t)n+2/s

∫ 1

0

rn−1(1− r)2/s dr,

which completes the proof. □

Using (27), (29) and Hölder’s inequality, we obtain the following inequalities
from Theorem 21.

Corollary 23. Let s > 0. If f ∈ L2(Rn) is s-concave on its support, then

(nB(n, n+ 1 + 2
s ))

α
n

B(α, n+ 1 + 2
s )

|Sαf |
α
n ≥ ∥f∥2−

2α
n

2 ∥f∥
2α
n
1 ≥ ∥f∥22n

n+α

for 0 < α < n and the inequalities are reversed for α > n.
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Using (28), (29), and Hölder’s inequalities, we obtain the following inequality
from Theorem 21.

Corollary 24. Let s > 0. If f ∈ L2(Rn) is s-concave on its support, then

(nB(n, n+ 1 + 2
s ))

− 2α
n

2|B(−2α, n+ 1 + 2
s )|

|Π∗,α
2 f |− 2α

n ≤ ∥f∥2+
4α
n

2 ∥f∥−
4α
n

1 ≤ ∥f∥2 2n
n−2α

for 0 < α < 1/2.

The following problems remain open: Are the first inequalities in Corollary 23 and
Corollary 24 sharp for f ̸≡ 0?

Acknowledgments. J. Haddad was supported by PAIDI 2020 PY20-00664, and
M. Ludwig was supported, in part, by the Austrian Science Fund (FWF): P 34446.

References

[1] K. Ball, Logarithmically concave functions and sections of convex sets in Rn, Studia Math.

88 (1988), 69–84.
[2] W. Beckner, Functionals for multilinear fractional embedding, Acta Math. Sin. (Engl. Ser.)

31 (2015), 1–28.

[3] A. Burchard, Cases of equality in the Riesz rearrangement inequality, Ann. of Math. (2) 143
(1996), 499–527.

[4] E. Carlen, Duality and stability for functional inequalities, Ann. Fac. Sci. Toulouse Math. (6)

26 (2017), 319–350.
[5] E. Carlen and M. Loss, Competing symmetries, the logarithmic HLS inequality and Onofri’s

inequality on Sn, Geom. Funct. Anal. 2 (1992), 90–104.

[6] J. A. Carrillo, M. G. Delgadino, J. Dolbeault, R. L. Frank, and F. Hoffmann. Reverse
Hardy–Littlewood–Sobolev inequalities, J. Math. Pures Appl. 132 (2019), 133–165.

[7] J. Dou and M. Zhu, Reversed Hardy–Littlewood–Sobolev inequality, Int. Math. Res. Not.
IMRN (2015), 9696–9726.

[8] R. Frank and E. Lieb, Inversion positivity and the sharp Hardy–Littlewood–Sobolev inequality,

Calc. Var. Partial Differential Equations 39 (2010), 85–99.
[9] R. Gardner, Geometric Tomography, Second ed., Encyclopedia of Mathematics and its Ap-

plications, vol. 58, Cambridge University Press, Cambridge, 2006.

[10] R. Gardner, The Brunn-Minkowski inequality: A survey with proofs, available at
http://www.ac.wwu.edu/∼gardner.

[11] R. Gardner and G. Zhang, Affine inequalities and radial mean bodies, Amer. J. Math. 120

(1998), 505–528.
[12] I. M. Gelfand and G. E. Shilov, Generalized Functions, Vol. 1. Properties and Operators,

Academic Press, New York, 1964.

[13] C. Haberl and F.E. Schuster, General Lp affine isoperimetric inequalities, J. Differential
Geom. 83 (2009), 1–26.

[14] C. Haberl and F.E. Schuster, Asymmetric affine Lp Sobolev inequalities, J. Funct. Anal. 257
(2009), 641–658.

[15] J. Haddad and M. Ludwig, Affine fractional Sobolev and isoperimetric inequalities,

arXiv:2207.06375 (2022).
[16] J. Haddad and M. Ludwig, Affine fractional Lp Sobolev inequalities, Math. Ann., in press.

[17] E. Lieb, Sharp constants in the Hardy-Littlewood-Sobolev and related inequalities, Ann. of
Math. (2) 118 (1983), 349–374.

[18] E. Lieb and M. Loss, Analysis, second ed., Graduate Studies in Mathematics, vol. 14, Amer-
ican Mathematical Society, Providence, RI, 2001.

[19] M. Ludwig, Anisotropic fractional perimeters, J. Differential Geom. 96 (2014), 77–93.
[20] M. Ludwig, Anisotropic fractional Sobolev norms, Adv. Math. 252 (2014), 150–157.
[21] E. Lutwak, Dual mixed volumes, Pacific J. Math. 58 (1975), 531–538.

[22] E. Lutwak, Inequalities for Hadwiger’s harmonic quermassintegrals, Math. Ann. 280 (1988),
165–175.



AFFINE HARDY–LITTLEWOOD–SOBOLEV INEQUALITIES 21

[23] E. Lutwak, D. Yang, and G. Zhang, Lp affine isoperimetric inequalities, J. Differential Geom.

56 (2000), 111–132.

[24] E. Lutwak, D. Yang, and G. Zhang, Sharp affine Lp Sobolev inequalities, J. Differential
Geom. 62 (2002), 17–38.

[25] A. Marshall, I. Olkin, and F. Proschan, Monotonicity of ratios of means and other applica-

tions of majorization, Inequalities (Proc. Sympos. Wright-Patterson Air Force Base, Ohio,
1965), Academic Press, New York, 1967, 177–190.

[26] E. Milman and A. Yehudayoff, Sharp isoperimetric inequalities for affine quermassintegrals,

J. Amer. Math. Soc., in press.
[27] V. D. Milman and A. Pajor, Isotropic position and inertia ellipsoids and zonoids of the unit

ball of a normed n-dimensional space, Geometric aspects of functional analysis (1987–88),

Lecture Notes in Math., vol. 1376, Springer, Berlin, 1989, 64–104.
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