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1 Introduction

This seminar paper aims to provide an overview of the theory of solving a special type
of equations where the unknowns are elements of a Boolean algebra of arbitrary nature.
The results and techniques we present are strongly based on [Rud74], making this paper a
summary of the first two chapters of that book. The paper focuses on showcasing only the
main definitions and results necessary to understand the solution theory contained in the
referenced book.

The equations we are interested in are called Boolean equations. An example of a system
of Boolean equations is

r1 NIy =a (11)
iUz =0 -

where x1, xo are unknown variables and a, b are given elements of a Boolean. The goal is to
find all possible assignments of elements of the Boolean algebra we work in to the variables
x1, T2, such that both equations are satisfied.

The paper is structured as follows: In Chapter 2, we introduce the basic definitions and
tools to work with Boolean equations. In Chapter 3, we present the solution theory for
Boolean equations and show how to find all solutions to a given system of Boolean equations.



2 Defining Boolean Equations

This chapter will begin by reviewing the definition of a Boolean algebra and then proceed to
define and analyze Boolean functions. The chapter concludes with a definition of Boolean
equations, their solutions and a way to bring any Boolean equation or system of equations
into a standardized form.

2.1 Boolean Algebras

We build the structure of a Boolean algebra starting from more general algebraic structures,
inspired by the approach taken by [Pin24]. In the following definitions, we will use the
notation A = (A, (fi)icr) to denote an algebra 2 with carrier set A and operations (f;)ier,
as usual in abstract algebra. Each operation is a function f; : A" — A where n; € N is
the arity of the operation. An operation of arity zero (a nullary operation) is a constant
function that takes no inputs and can be seen as a distinct element of A. The signature of
an algebra is the tuple (n;);cr of all arities.

Definition 2.1. Let 2 = (A,U) be an algebra of signature (2). 2 is a commutative
semigroup if and only if the operation U is associative and commutative, or more specific,
if the following equations hold for all x,y, z € A:

zU(yUz)=(xUy)Uz
rUy=yUx

Definition 2.2. Let £ = (L,U,N) be an algebra of signature (2,2). £ is a lattice if and
only if the following conditions are satisfied:

1. (L,U) and (L,N) are commutative semigroups.
2. The absorption laws hold for all z,y € L:

zN(zUy) ==z
zU(xNy) ==

Definition 2.3. Let £ = (L,U,N) be a lattice. £ is a distributive lattice if and only if U
and N distribute over each other, that is for all x,y, z € A the following equations hold:

zNyUz)=(xNy)U(zNz)
zUyNz)=(xUy)N(zUz)

Definition 2.4. Let £ = (L,U,N,0,1) be an algebra of signature (2,2,0,0). £ is a bounded
lattice if and only if the following conditions are satisfied:
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1. (L,U,N) is a lattice.
2. The following equations hold for all x € L:
zN0=0
rUl=1
Definition 2.5. Let £ = (L,U,N,~,0,1) be an algebra of signature (2,2,1,0,0). £ is a
complemented lattice if and only if the following conditions are satisfied:
1. (L,U,N,0,1) is a bounded lattice.
2. The following equations hold for all x € L:

zxNxTz=0
rUzT =1

Remark 2.6. We can combine the different variants of lattices by extending the above defi-
nitions to algebras with more operations. For example, it should be clear that a distributive
bounded lattice is a bounded lattice (L,U,N,0,1) where (L,U,N) is a distributive lattice.

Definition 2.7 (Boolean Algebra). An algebra B = (B,U,N,,0,1) of signature (2,2,1,0,0)
is a Boolean algebra if and only if B is a distributive complemented lattice.

Example 2.8. The smallest possible Boolean algebra is given by ({0,1},V, A, —,0,1) where
V, A, are the common logical operations on the truth values 0 and 1. We will denote this
algebra as Bs.

In our proofs we will often use the following properties or “rules of computation” that hold
in any Boolean algebra.

Lemma 2.9. Let (B,U,N,~,0,1) be a Boolean algebra. Then the following statements hold
for all z,y,2 € B:

rNr=2x (2.1)

Uz =2 (2.2)

xNl=z (2.3)

rU0=z (2.4)
rNy=1l<=z=y=1 (2.5)
rUy=0<=z=y=0 (2.6)
rNy=0AzUy=1<=y=7 (2.7)
rNy=TUY (2.8)

rUy=TNyY (2.9)

T=ux (2.10)

0=1 (2.11)

T=0 (2.12)
(xNy)UENY)U(zNy)=zUy (2.13)
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Proof. We will only prove the statements (2.11) to (2.13). For proof of the other equations
see [Rud74, Theorem 1.2].

(2.11,2.12) We have 0U1 =1 and 0 N1 = 0 by the unit laws. With (2.7) we get 0 = 1 and
1=0.

(2.13) A simple calculation using (2.3) shows that

(anb)U(@nb)U(and)=(anb)ub=(aUb)N(bUb) =aUb
— —m————

=(@Ua)Nb=1Nb=b

holds.

Definition 2.10. For z,y € B we define the binary relation C by
rCy<==azUy=uy.

Lemma 2.11. Let (B,U,N,~,0,1) be a Boolean algebra. Then the following statements
hold for all x,y, 2,a,b € B:

xCux (2.14)
rCyNyCaor<=ax=y (2.15)
rCyANyCz—xCz (2.16)

rCy<=zNzCynz (2.17)
rCy<=zNy==x (2.18)
rCy<=zNy=0 (2.19)

0Ca (2.20)
rC0=2=0 (2.21)
rCyNaCb=zUaCyUDd (2.22)

Proof. Again we will only prove some statements, the other statements can be found in
[Rud74, Theorem 1.3].

. y our assumption we have x C 0, by (2. we have 0 € z. We can conclude wit
2.21) B i h C 0, by (2.20 h 0Cx. W lude with
(2.15) that x = 0.

(2.22) A simple calculation under the assumptions = C y and a C b yields
xUaUyUb=(xUy)U(aUb) =yUDb,

so by definition x Ua C y U b.

Remark 2.12. The properties (2.14) to (2.16) show that C is a partial order on B.
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2.2 Boolean Functions

We can now define Boolean functions using structural induction. For the remainder of this
text, let (B,U,N,~,0,1) be a Boolean algebra.

Definition 2.13. We define the set of Boolean functions (on B) inductively using the
following rules:

1. For any n € N, b € B the constant function ¢} : B" — B : x + b is a boolean function.

2. For any n € N, 1 <1i < n the projection function 7' : B" — B : (x1,...,%,) > x; is
a boolean function.
3. For any Boolean functions f : B" — B, g : B®™ — B the functions
a) fUg:B" - B:z— f(x)Ug(x)
b) fNg:B" = B:xw f(z)Ng(zx)
c) f:B" = B:xw f(z)
are Boolean functions.
Any function that can be constructed by applying the above rules a finite number of times

is a Boolean function. The set of all Boolean functions on B is denoted as BF(B). We also
define BF,,(B) C BF(B) as the set of Boolean functions of arity n.

Definition 2.13 implicitly defines operations on Boolean functions. As shown in the
following examples, these pointwise operations are useful to specify Boolean functions.

Example 2.14. Fix b € B. The function f : B3> — B : (x1,22,73) = 21 U (x2Nb) is a

Boolean function. It can be constructed as 73 U (73 N c}).

Definition 2.15. We define V,,(B) := {0,1}". The elements of V,,(B) are called elementary
vectors. Let e € {0,1}, a € B, v = (v1,...,v,) € Vg, x = (21,...,2,) € B". We define

the special operations
€ a ife=1
a ife=0

n
V. Ui
2 ()t
i=1

Lemma 2.16. Let z € B™ be a vector. Then the following statements hold:

and

1.
U »v=1 (2.23)
vEVL(B)
2. For any w,u € V,,(B) with w # u
N =0. (2.24)
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3. For any a,b € {0,1}

1 ifa=b
adb={" "7 (2.25)
0 ifa#b
4. For any w,u € V,,(B)
1 ifw=
wt =4 ST (2.26)
0 ifw#u
Proof. 1. By induction on n € N. In the base case n = 1 the statement reduces to the

trivial fact x Ux = 1. For the induction step, assume that the statement holds for
n € N. Take any x = (x1,...,2Z,41) € B""! and set y := (v2,...,2,41) € B". We
can derive

U ¥ = |x1N U y“ 1| U [Z1N U y” =1

vEV,4+1(B) weVrn(B) wEVn(B)

using the induction hypothesis in the second step, which proves the statement for
n + 1. The induction is complete.

2. The condition w # u implies that for some j € {1,...,n} we have w; # u;. W.lo.g. as-
sume w; = 0 and u; = 1. Then z;" Nz} = 0 and therefore 2”Nz™ = N, (x;" Nx;") =
0.

3. By simple verification of all four cases using (2.11) and (2.12).

4. If w # u, there exists some j € {1,...,n} such that w; # u;. Then w;"* = 0 by (2.25)
and thus w" = 0. If w = u, again by (2.25) we have w;" =1 for any 7 € {1,...,n}
which implies w* = 1.

O

Theorem 2.17. Let f: B — B be a function. f is a Boolean function if and only if it can
be written in the form

f@)y= |J (dna") (2:27)

Uevn(B)

for all z € B™, where the coefficients d,, € B are uniquely determined by d,, = f(v). This
form is called the canonical disjunctive form of f.

Proof. “=" By structural induction on BF(B). We start by considering the basic Boolean
functions. Choose n € N and = € B™ arbitrarily. Using (2.23), the constant functions
can be written as

g = |J «v|= U @ena")= |J (g@)na?),

vEVR(B) vEVR(B) vEVR(B)

which is exactly the form of (2.27) with d, = c}}(v).
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Set y; = (x1,...,Ti—1,Tit1,---,2Tn). Then we can also write the projection functions
in canonical disjunctive form as

w@= U @ny= J o= U @wna),

wEVy—1(B) vEVR(B) vEVn(B)
v;=1

where we have used (2.23) again.

For the induction step, assume that the theorem holds for two Boolean functions
f,g € BF,(B) where n € N is arbitrary. Then the functions can be written in the

form f(z) = Uyev, ) (f(v) N2?) and g(z) = U,ev, 5 (9(v) N 2?).
Then f U g can be brought into canonical disjunctive form as
f@yugle)= | (Fw)ug)na’
vEV,(B)
by the distributive law.

Using the generalized distributive law and (2.24) we can observe that

f@yng@)= {J (fwyna)n [J (s)na?)

vEV,(B) vEVL(B)

= U (f(v) Nz®) N (g(w) Na®)

vEVL(B),weVy(B)

- U (@ngw)na.

vEVL(B)

This shows that f N g can be written in canonical disjunctive form.

From the facts we have already shown about f Ng and f U g, we can now observe that

f(z)U U (Mﬂx“): U (f(v)UW)ﬁxv: U 1Nz’ =1

vEVRL(B) vEVRL(B) veEVR(B)

f(z)n U (mﬂx”): U (f(v)ﬁf(v))ﬁm”: U 0Nz’=0

vEVL(B) vEVn(B) vEVy(B)

Because the complement is unique (see (2.7)), we can conclude that f can be written
in canonical disjunctive form as

@ = U vwna= U (Fna).

vEV,(B) vEVL(B)

This completes the induction step, the theorem holds for all Boolean functions.
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“«<" If a function can be written in the form given in the theorem, it is clearly a Boolean
function.
The last step is to show that the coefficients d, are uniquely determined by f(v). Assume
that a Boolean function f can be written in the form given by (2.27).
Then we can calculate for any w € V,,(B) that

fwy= | (dvnw’)=dynw” =d,
vEVL(B)

by (2.26), which concludes the proof. O

The set of Boolean functions BF(B) will be central to our definition of Boolean equations.
However, to also include systems of Boolean equations in our treatment, we need to expand
our definition to multivalued Boolean functions. We will do so without introducing a
special notation, by treating a multivalued function f as a vector f = (fi,..., fm) where
fi : B® — B for all 1 <4 < m. We define the set of m-valued boolean functions of arity n
as BF'(B) = {(f1, .., fm) : B* = B™| f1,..., fm € BF,(B)}.

2.3 Boolean Equations

We can now define Boolean equations and different notions of solutions to them.

Definition 2.18. Let f,g € BF]*(B) be Boolean functions. A system of Boolean
equations is an equation of the form f(x) = g(x). If m = 1, we say that the system of
Boolean equations is a Boolean equation.

When specifying Boolean equations in practice we will treat x1, ..., x, like variables in
their own right but in doing so implicitly define the Boolean functions f and g from the
formal definition. This is illustrated in the following examples. The arity n of these functions
will always be the number of distinct variables appearing in a given equation.

These conventions show that Definition 2.18, which is deliberately kept formal to allow
for more rigorous proofs, indeed covers equations in unknowns as presented in Chapter 1.

Example 2.19. The equation x1Uzxy = x1MNz9 is a Boolean equation. The Boolean functions
f,g € BF} from Definition 2.18 are given by f(z1,x2) = 21 Uz and g(z1,22) = 21 N 2.

Example 2.20. The equations

r1NTy =x3MN7Ty

1 MNxo =Tz NIy

are a system of Boolean equations. The Boolean functions f,g € BF? from Definition 2.18
are given by f(x1,x2,x3,x4) = (x1 N T2, T1 Nx2) and g(x1, x9, x3,24) = (X3 N Tq, Tz N y4).

Definition 2.21. Let f(z) = g(x) be a Boolean equation with f, g € BF'(B). A particular
solution of the equation is a vector £ € B™ such that f(§) = g(§). The solution set S is
defined as {£ € B" | f(§) = g(&)}. Solving a Boolean equation means determining the
solution set S of a given equation explicitly. If S is the empty set, the equation is called
inconsistent, otherwise it is called consistent.
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Example 2.22. We want to find the solution set S of the equation z1 U 29 = x1 N x5 from
Example 2.19. First, assume that z € B? is a solution. Then

xl:(:U1Ux2)ﬂx1;(xlﬂzg)ﬂxlleﬂa@

where we used the boolean equation in the step marked with an asterisk. But in the same
manner

1'2:($1U$2)ﬂ$2:(l’lﬂl‘g)ﬂszzl‘lﬂxg,

so we have x1 = z9. On the other hand, if x1 = xo then x1 Uxzo = x1 Nxy is trivially fulfilled.
So in general we have S = {(¢,t) | t € B}. In the special case B = By we can explicitly
specify S = {(0,0), (1,1)}.

In general, the solution set of a Boolean equation might be large or even infinite. Using
an infinite Boolean algebra B in Example 2.22 demonstrates such a situation. Enumerating
all solutions is not always feasible and in the infinite case impossible, which motivates the
concept of parametric solutions to Boolean equations.

Definition 2.23. Let f(z) = g(z) be a Boolean equation with solution set S and f,g €
BF'(B). A parametric solution of the equation is a function = : B™ — S. If = is surjective
we call it a general parametric solution. If = [¢= idg we call = a reproductive general
solution.

Remark 2.24. Altough general parametric solutions are not necessarily unique, we still talk
about “the” general parametric solution of any given equation. This is because all general
parametric solutions are equivalent in the sense that they fully describe the solution set.
The same applies to reproductive general solutions.

To specify parametric solutions we use the more readable notation z; = f;(t1,...,t,) for
i€ {1,...,n}. This is to be interpreted as specifying the parametric solution

E(tl,. .. ,tn) = (fl(tla N ,tn), .o .,fn(tl, ce ,tn)).

Example 2.25. In Example 2.22 we have shown that the solutions of x1 Uxzy = 1 N 9
are S = {(t,t) | t € B} in any Boolean algebra B. Consider the function Z : B? —
B? : (t1,t2) + (t1,t1). It is easy to see that Z(B?) C S and Z |¢= idg. Therefore =
is the reproductive general solution of the equation. In the short notation we say that
x1 = t1, 9 = t1 is the reproductive general solution.

2.4 Reducing Systems of Boolean Equations

In this section we will show that any system of Boolean equations can be reduced to a
Boolean equation of the form f(x) = 0 with f € BF,,(B), which justifies our focus on single
equations in Chapter 3.

Theorem 2.26. Let f(x) = g(z) be a system of Boolean equations with f,g € BF'(B).
Then there exists a Boolean function h € BF,,(B) such that the equation h(x) = cf(z) has
the same solution set as f(z) = g(x).
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Proof. Let f(z) = g(z) be an equation as defined in the theorem. We consider the following
cases:

e First we consider the case that m = 1. Define h : B™ — B as

h=(fNnguU(fng).
We want to show that the equation h(z) = c{j(x) has the same solution set as
f(x) = g(x).
Assume that h(€) = 0 for any £ € B. We arrive at the equation

h(E) U (f(§) Ng(&)) = f(§) Ng(&).

By expanding h(§) and applying (2.13) on the left-hand side of the equation above we
obtain

f)ug(&) = f(&) Nyg(§).

As we know from Example 2.22 this implies that f(§) = g(£), so & is a particular
solution to f(x) = g(z).

On the other hand, if we assume f(§) = g(§) =: ¢ for an arbitrary chosen ¢ € B", then
h(§) =(cne)U(cne) =0,
so £ is a particular solution to h(z) = ¢ (z).

e Now consider the case m > 1. Using the previous case we can construct h : B® — B™
such that h(x) = 0 has the same solution set as f(x) = g(z). We need to reduce this
system to a single equation.

With induction, we can extend (2.6) to U,ZL-:1 a; =0 Vie{l,...,l} :a; =0 for
ai,...,a; € B. So for any £ € B™ we have

m
h(€) =0<=Vie{l,...,m}:hi(¢) =0 = Jh(¢) =0.
i=1
So in summary, setting b’ := (", h; € BF}(B) the Boolean equation h/(z) = cf(z)
has the same solution set as f(x) = g(x).
O
Remark 2.27. In the remainder of the text, we will not distinguish between the constant

function ¢j and the constant b. We will use the notation b for both. Also, we will say that
an equation of the form f(z) = 0 is in normal form.

Example 2.28. We can reduce the system (1.1) from Chapter 1 to a single equation. We
start by replacing each line of the system with the equivalent statement where the right-hand
side is 0. This gives us the system

(r1NxeNa)U ((z7UT2) Na) =0
(z1Uz2)NbB)U (@I NT2ND) =0

10
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which is equivalent to the original system. We can now combine the two equations to the
single equation

(x1NzaN@) U ((FTTUTZ) Na) U ((z1 Uze) ND) U (FTNT2ND) =0 (2.28)

which is now in normal form.

11



3 Solving Boolean Equations

In this chapter we will show necessary and sufficient conditions for the consistency of Boolean
equations, as well as methods for finding their solution set and the general reproductive
solution. We start with the case of equations in one unknown, and then generalize to
equations in multiple unknowns.

3.1 Boolean Equations in One Unknown

In this section we will consider a Boolean equation f(z) = 0 in one unknown, so f € BF(B).
According to Theorem 2.17 we can write f in canonical disjunctive form as

flz)=(anz)U(bNZ)

where @ = f(1) and b = f(0). Thus, we will only consider equations of this form. The
following lemma establishes the conditions under which such an equation is consistent.

Lemma 3.1. Let a,b € B. The Boolean equation (a Nz)U (bNZ) = 0 is consistent if and
only if anb=0.

Proof. “=7 Assume ¢ € B is a particular solution of the equation. Then aN§ = 0 and
bN¢ =0 by (2.6). We calculate

anb=(anb)N(EU&) =(anbNé)U(anbné) =0,
which shows that our condition is necessary.
“«<" Conversely, if we assume a Nb = 0, we get
f(b) = (anb)U(bNb) =0,

which means that b is a particular solution of the equation, and the equation is thus
consistent. We have therefore shown that the condition a N'b = 0 is also sufficient.
O

We can now fully describe the solution set of a Boolean equation in one unknown.

Theorem 3.2. Let a,b € B. Assume that the Boolean equation (aNz)U (bNZ) =0 is
consistent.
Then the solution set S of the equation is given by

S={¢eB|bC¢Ca)

and
E:B—S:t—bU(ant)

is the reproductive general solution of the equation.

12
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Proof. We will first show that for any x € B the equivalence
(anz)U(bNZT)=0 <= bCxCa (3.1)
holds. To see this, note that by (2.6) the left statement is equivalent to
aNz=0AbNZT=0.

Because these two statements are equivalent to the inequality on the right side of (3.1) by
(2.10) and (2.19), we have shown the equivalence. The statement of the lemma about the
solution set follows directly from (3.1).

According to our assumption the Boolean equation is consistent, so with Lemma 3.1 we
have that a Nb = 0. Now take any ¢ € B. Using (2.9), we get

FU@NL) = (an(bU@N))UBNBU @Nt))) = (anb)Ulanant)U(bNen@nt)) =0,

>0 =0 =0

{

so Z(t) € S. We conclude that = is a parametric solution of the equation.

Now we check that = is a reproductive solution. If x € B is a particular solution, we have
shown that b C = C @ holds. By (2.18) and the definition of the relation C we get that
xNa=xand x = bUz, so using these facts Z(z) =bU (@aNzx) = bUz = x, which means
that = is a reproductive general solution of the equation. O

3.2 Boolean Equations in Multiple Unkowns

We will now consider the Boolean equation f(x) = 0 in multiple unknowns, so f € BF,,(B).
First we will present a necessary and sufficient condition for the consistency of such an
equation, and then a method for solving these equations. The theme of this section is to
generalize the results we have for equations in one unknown.

3.2.1 Consistency

Theorem 3.3. Let f € BF,(B) be a Boolean function. The Boolean equation f(x) =0 is
consistent if and only if (,¢cy, ) f(v) = 0.

Proof. “=" Assume that f(x) = 0 is consistent, and £ € B™ is a particular solution of the
equation. Then

&= U rwng=o

vEVL(B)
Let v € V,,(B) be an elementary vector. Obviously, <ﬂw€Wn(B) f(w)) C f(v) is true
by (2.18). So using (2.17) we have (ﬂwEWn(B) f(w)) NEY C flv)NEv.

By taking the union over all elementary vectors v € V,(B), using the inequality we
have already established and (2.22) we arrive at

U ) flw) ] NevC fE).

vEVn(B) \weW, (B)

13



3 Solving Boolean Equations

But the left-hand side of this equation simplifies to

U N fw]ne= N fw]n U ¢= () flw),
)

vEV,(B) \weW, (B wEWy(B) vEVL(B) wEW,(B)
which shows that ey, (g f(w) =0, by (2.21).

“«<” We will use induction on the number of variables n. The base case n = 1 has already
been shown in Lemma 3.1.

For the induction step, assume that the theorem holds for all Boolean functions in
BF,,—1(B) and that ¢y, p) f(v) = 0. Set g(z1,...,2n-1) == f(L,21,...,2n-1) N

f(0,2z1,...,2,—1). Then we can see that
N sw= () flw=o.
weVp_1(B) vEVL(B)
By the induction hypothesis, the Boolean equation g(x1,...,z,—1) = 0 is consistent,
and we can find a particular solution & = (£1,...,&,.1) € B" ! of the equation
g(z) = 0.

Because ¢ is a particular solution of g(x) = 0, we have

f(17§17"'7‘5n—1)mf(o?gla-"v‘gn—l) =0

and by Lemma 3.1 we can conclude that a particular solution & € B of the equation

(f(1,&, .y xp—1) Na)U(f(0,&1,...,6—1)NT) =0

exists.

Now we can define p :== (£/,&1,...,&) and see by application of (2.27) on the Boolean
function f(-,&1,...,&—1) that

)= (F(L&r, o 6n) NEYV U (F0,&1,. .. &n1) N E) = 0.

This concludes the induction step, because we have shown that p € B™ is a particular
solution of the equation f(x) = 0 and therefore that the equation is consistent. OJ
3.2.2 Method of Successive Eliminations

We will now show a method for solving Boolean equations by eliminating variables one by
one. Consider the Boolean equation f(z) = 0 with f € BF,(B).
Define the functions

Pz, xp) = ﬂ flx1, o zp, U1, o, Unep)

vEV_p(B)

for p € {1,...,n}. Note that in particular f = f.

14



3 Solving Boolean Equations

In the step n — p 4+ 1 of the method, so starting at p = n, we can write the equation
fP(x1,...,2p) =0 as

(fp(xlv <oy Ip—1, 1) ﬁxp) U (fp(xlv s 73710—170) mTp) =0

by applying Theorem 2.17 on the Boolean function =, — fP(x1,...,2p—1,2p).
When we consider z1,...,z,—1 as fixed elements of B, the solutions to the equation above
are given by
fP(x1,...,2p—1,0) Cap C fP(21,...,2p-1,1) (3.2)
according to Theorem 3.2, provided that the consistency condition
Pz, zp—1, 1) N fP(x1,. .., 2p—1,0) =0 (3.3)
is fulfilled. However, the left-hand side of the equation is exactly fP~!, so we continue with
the equation fP~!(x1,...,2,—1) = 0 in the next step.
In the last step we have to solve the equation f!(x1) = 0 which has the solution set
fH0) Car C f1(1) (3-4)

and is consistent if f1(0) N f1(1) = f° = 0.
That this method leads to a description of the solution set is shown in the following
theorem.

Theorem 3.4. Let f € BF,(B) be a Boolean function. For p € {1,...,n} set

fPzr,... xp) = ﬂ f@1, ., Tp, U1, oo Unep).

vEVL_p(B)

If fO =0, the Boolean equation f(x) = 0 is consistent and its solution set S is described
by the recurrent inequalities

fp('rla s 7xp—170) - Ty - fp(xlv <o Tp—1, 1)

If otherwise fy # 0, the equation is inconsistent.

Proof. The statement about the consistency of f(x) = 0 is clear from Theorem 3.3 with the
fact that f0 = Noev, (s f(V)-

Now assume that f* = 0. We will show that the solution set S of the equation f(z) =0
is given by the recurrent inequalities. For this, we need to anlayse the method in reverse
order. Because f° = 0, the equation f!(x1) = 0 is consistent and has a non-empty solution
set given by (3.4). This means that (3.3) of the previous step is fulfilled for all & in the
interval f1(0) C & C f1(1). By continuing this argument through the steps of the method
in reverse order, we can see that for any ¢ € {1,...,n}, all vectors £ € B? that satisfy (3.2)
for all p < ¢ are particular solutions to the equation f9(z) = 0. So, finally we arrive at
f™(x) = f(x) = 0 and see that all vectors satisfying the recurrent inequalities are solutions
to the equation.

It remains to verify that these are indeed all solutions. This can be seen easily however,
because by describing the method we have already proven that any particular solution has
to fulfill the recurrent inequalities.

O

15



3 Solving Boolean Equations

Example 3.5. We will now solve the system of equations (1.1) from the introduction using
the method of successive eliminations. From Example 2.28 we know the standard form of
the problem:

(x1NzaNa@) U (FZTUT2) Na) U ((z1 Uze) ND) U (FTNT2ND) =0

Setting x2 to 1 and 0 respectively to get the coefficients of the disjunctive normal form, we
arrive at the equivalent equation

[((z1Na)U (@1 Na)Ub) Nas] U [((z1Nb)U(ZrNb)Ua) NTz] = 0.
This equation is consistent iff
(z1na@)U@iNa)Ub)N ((x1Nb)U(@TNb)Ua) =0
holds. We can simplify this equation by setting z; to 1 and 0 respectively to obtain
(bNx)U(anay) = 0.

This equation is consistent iff a Nb = 0, or equivalentely a C b.
So eq. (1.1) is consistent iff a C b, and the solution set is given by the recurrent inequalities

aCx1Ch

(m1nb)u@INb)Ua) Cas C ((z1Na)U (@TNa)UDb).

We can further simplify the second inequality, if we assume the inequality a C 1 C b. Then
we get that the solutions are given by

aCx1Chbh
2 =bN (T Ua)

because both bounds to x2 turn out to be equal to b N (Z7 U a).

Remark 3.6. By Theorem 3.2 we also know how we can characterize solutions for equations
in one unknown in a parametric way. By using this approach in the method of successive
eliminations, we can find a reproductive general solution of the equation instead of describing
the solution set with recurrent inequalities.

Example 3.7. Continuing Example 3.5, we can write down the reproductive general solution
of the system of equations (1.1) in a recurrent way as

x1=aU(tNb)
xo =bN(TrUa)

or more detailed without recursion as

xlzaU(tlﬂb)
zo=bN(aU(t1Nb)Ua)=>bN(t1 Ua).

16



3 Solving Boolean Equations

3.3 Particular Solutions

A result due to Lowenheim allows us to gain a reproductive general solution of a Boolean
equation once we know one particular solution.

To formulate this theorem, we will first extend the operation N of the Boolean algebra to
B"™. For a € B,b= (by,...,b,) € B" we define

anb:=(aNby,...,aNby).
We start with two lemmas that will be used in the proof of the theorem.

Lemma 3.8. Let t,x2,y € B be elements of B, a = (a1,...,a,),b = (b1,...,b,) € B"
vectors and e € {0,1}. Then the following equalities hold:

(tNnz)uEny)) = (tNa®) U (ENy°) (3.5)
ﬁ(mai)u(%mbi): (tmﬁai>u<mﬁbi> (3.6)
=1 =1 i=1

Proof. (3.5) The case e =1 is trivial, because then the operation = — z¢ is the identity on
B. For e = 0 we have to show that

tNnz)U(tny)=>{tNT)U(ENTY)

holds. This is easy to see when we apply Theorem 2.17 to the function

t— (tNnz)U(tnNy).
The right side of the equation is just the canonical disjunctive form of the function.

(3.6) Just as before, write t — (i (t Na;) U (£ N b;) in canonical disjunctive form. The
coefficients are exactly the same as on the right side of the equation.

O

Lemma 3.9. Let f € BF,(B) be a Boolean function, t € B and w = (w1,...,wy),u =
(u1,...,u,) € B". Then

F(ENnw)u(Enu) = (N f(w)U(EN f(u)
holds.

17



3 Solving Boolean Equations

Proof. We use Theorem 2.17 to write f in canonical disjunctive form and calculate

fFlEnwyuEnw)= J fo)n(Enw)uEnu)’
vEVL(B)

= U ron)(tnw)uEnu))”
vEVn(B) i=1

= U fonEnwHuEnu
vEVL(B) i=1

n

= U fwn ((m (wi)uEn ﬂ@%))
=1

vEVRL(B)

=1
=itn |J fwnwyuiEn |J f)nu)

vEV,(B) vEVR(B)
=[N fw)UEN f(w).
In the third and fourth step we have used the identities from Lemma 3.8. O
We can now state and prove the theorem.

Theorem 3.10 (Léwenheim). Let f(z) = 0 be a Boolean equation with f € BF,,(B) and
& € B™ a particular solution of the equation. Then

E:B"= St (ENf()U(Etn f(t))
is the reproductive general solution of the equation.

Proof. Using Lemma 3.9 we can see that

7(€n e uEnF@)) = (N F6) U (&) N @) =0,

which means that = is a parametric solution of the equation. Moreover, if f(¢) = 0, we have
that

E(t) =N fe)uEnfi) =t

so Z is a reproductive general solution of the equation. O

Example 3.11. We will once again consider the system of equations from Chapter 1.
However, we will set b = 1 to make the system consistent for all a € B. To summarize, the
system we want to solve in this example is

1 Ny =a

r1Uxg = 1.

In this special case we can use Theorem 3.10 to obtain the general reproductive solution
rather than following the method of successive eliminations (compare Example 3.5). That is
because we can clearly see that & = a, & = 1 is a particular solution of the system.

18



3 Solving Boolean Equations

Take the standard form of this system from Example 2.28:
f(z1,22) = (x1 NzaNa) U ((ZTUT2) Na) U (T NT2) = 0.

Because (£1,&2) is a particular solution to the system it also solves the standard form
equation f(z1,z2) = 0. Therefore, we know by Theorem 3.10 that the reproductive general
solution is given by

z; = (& N f(t1,t2)) U (E; N f(ta,t2))
for j = 1,2. Writing out these two expressions and simplifying them by computing the
canonical disjunctive form in ¢; and t9 yields the general reproductive solution
x1 =aU(t; Nt)
ro = a U (tl OE)
We can compare this to the reproductive general solution from Example 3.5, which was
given by
1 =aUt;
To =aUt;.
These two solutions are not equal as functions on B?, which demonstrates the non-uniqueness
of general reproductive solutions. However, because the mapping ¢ : B2 — B : (t1,t3)

(t1 Nty) is a surjection, the two solutions are equivalent in the sense that they have the same
range (compare Remark 2.24).

19



Bibliography

[Pin24] M. Pinsker. Algebra Lecture. 2024. Lecture notes available online at https://
epsilon-equals-zero.github.io/algebra-2023s-vorlesung/document.pdf.

[Rud74] S. Rudeanu. Boolean functions and equations. North-Holland Publishing Co.,
Amsterdam, 1974.

20


https://epsilon-equals-zero.github.io/algebra-2023s-vorlesung/document.pdf
https://epsilon-equals-zero.github.io/algebra-2023s-vorlesung/document.pdf

	Introduction
	Defining Boolean Equations
	Boolean Algebras
	Boolean Functions
	Boolean Equations
	Reducing Systems of Boolean Equations

	Solving Boolean Equations
	Boolean Equations in One Unknown
	Boolean Equations in Multiple Unkowns
	Consistency
	Method of Successive Eliminations

	Particular Solutions

	Bibliography

