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1 Introduction27

A planar map is a connected planar graph, possibly with loops and multiple edges, together28

with an embedding in the plane. A map is rooted if a vertex v and an edge e incident with v29

are distinguished, and are called the root-vertex and root-edge, respectively. The face to30

the right of e is called the root-face and is usually taken as the outer face. All maps in this31

paper are rooted.32

The enumeration of rooted maps is a classical subject, initiated by Tutte in the 1960’s.33

Tutte (and Brown) introduced the technique now called “the quadratic method” in order to34

compute the number Mn of rooted maps with n edges, proving the formula35

Mn = 2(2n)!
(n+ 2)!n! 3

n.36

This was later extended by Tutte and his school to several classes of planar maps: 2-connected,37

3-connected, bipartite, Eulerian, triangulations, quadrangulations, etc.38

The standard random model is to assume that every map of size n appears with the39

same probabiltiy 1/Mn. Within this random setting several shape parameters of random40

planar maps have been studied so far, see for example [2, 7, 9, 8]. However, the number of41

cut vertices has never been studied. Figure 1 displays a randomly generated planar map42
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23:2 Cut Vertices in Random Planar Maps

Figure 1 A randomly generated planar map with 500 edges, embedded using a spring-electrical
method. Cut vertices are coloured red.

with cut vertices coloured red. It is natural to expect that the number of cut vertices is43

asymptotically linear – and this is in fact true.44

I Theorem 1. Let Xn denote the number of cut vertices in random planar maps with n45

edges. Then we have46

Xn

n

p−→ 5−
√

17
4 ≈ 0.219223594. (1)47

Moreover, we have E[Xn] = (5−
√

17)/4 · n+O(1).48

We provide two different approaches for Theorem 1. First, by a probabilistic approach,49

that makes use of the local convergence of random planar maps re-rooted at a uniformly50

selected vertex (see Section 3). Second, by a combinatorial approach based on generating51

functions and singularity analysis (see Section 4). The combinatorial approach yields52

additional information on related generating functions and error terms.53

We conjecture that the number Xn additionally satisfies a normal central limit theorem.54

The intuition behind this is that Xn may be written as the sum of n seemingly weakly55

dependent indicator variables. The conjecture is backed up numerical simulations we carried56

out, see the histogram in Figure 2. Sampling over 2 · 105 planar maps with n = 5 · 105 edges,57

we obtained an average value of approximately 0.219223677 · n cut vertices. This value is58

already very close to the exact asymptotic value obtained in Theorem 1. The variance was59

approximately 0.082788 · n.60

The proof of Theorem 1 will be given in several (quite involved) steps. First we will61

use a probabilistic approach, that makes use of the limiting behavior or the block structure,62

to prove (1) (see Section 3). In a second step we use a combinatorial approach based on63

generating functions and singularity analysis to obtain more precise information on the64

expected value (see Section 4).65

One important property of random planar maps that we will use in the proof of Theorem 166

is that it has a giant 2-connected component of linear size. There are, however, several67

interesting subclasses of planar maps, for example outerplanar maps (that is, all vertices are68

on the outer face), where all 2-connected components are (typically) of finite size. Informally69

this means that on a global scale the map looks more or less like a tree. Such classes of maps70

are called subcritical – we will give a precise definition in Section 2.71
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Figure 2 Histogram for the number of cut vertices in more than 2 · 105 randomly generated
planar maps with n = 5 · 105 edges each.

I Theorem 2. Let Xn denotes the number of cut vertices in random outerplanar (or bipartite72

outerplanar) maps of size n. Then Xn satisfies a central limit theorem of the form73

Xn − cn√
σ2n

d−→N(0, 1) (2)74

where c = 1/4 and σ2 = 5/32 in the outerplanar case and c = (
√

3 − 1)/2 and σ2 =75

(11
√

3− 17)/12 in the bipartite outerplanar case.76

We will discuss these examples in Appendix D77

2 Generating Functions for Planar Maps78

The generating function planar maps is given by79

M(z) =
∑
n≥0

Mnz
n = 18z − 1 + (1− 12z)3/2

54z2 = 1 + 2z + 9z2 + 54z3 + · · · , (3)80

This can be shown in various ways, for example by the so-called quadratic method, where it81

is necessary to use an additional catalytic variable u that takes care of the root face valency.82

The corresponding generating function M(z, u) (u takes care of the root face valency or83

equivalently by duality of the root degree) satisfies then84

M(z, u) = 1 + zu2M(z, u)2 + uz
uM(z, u)−M(z)

u− 1 (4)85

which follows from a combinatorial consideration (removal of the root edge). Then this86

relation can be used to obtain (3) and to solve the counting problem. We refer to [10, Sec.87

VII. 8.2.].88

Similarly it is possible to count also the number of non-root faces (with an additional89

variable x) which leads to the relation190

M(z, x, u) = 1 + zu2M(z, x, u)2 + uzx
uM(z, x, u)−M(z, x, 1)

u− 1 . (5)91

1 By abuse of notation we will use for simplicity for M(z), M(z, u), M(z, x, u) the same symbol.

CVIT 2016



23:4 Cut Vertices in Random Planar Maps

Note that by duality M(z, x, 1) can be also seen as the generating function that is related to92

edges and non-root vertices of planar maps.93

A planar map is 2-connected if there it does not contain cut-points. There are various94

ways to obtain relations for the corresponding generating function of 2-connected planar95

maps. Similarly to the above we have the following relation96

B(z, x, u) = zxu

uB(z,x,1)−B(z,x,u)
1−u + zu

1− uB(z,x,1)−B(z,x,u)
1−u − zu

(6)97

We can use, for example, the quadratic method to solve this equation or we just check that98

we have99

B(z, x, u) = −1
2
(
1− (1 + U − V + UV − 2U2V )u+ U(1− V )2u2) (7)100

+ 1
2(1− (1− V )u)

√
1− 2U(1 + V − 2UV )u+ U2(1− V )2u2,101

102

where U = U(x, y) and V = V (x, y) are given by the algebraic equations103

z = U(1− V )2, xz = V (1− U)2. (8)104

Note that in the above counting procedure we do not take the one-edge map (nor the105

one-edge loop) into account. Therefore we have to add the term zu on the right hand side in106

order to cover the case of a one-edge map that might occur in this decomposition.107

Sometimes it is more convenient to include the one-edge map as well as the one-edge108

loop to 2-connected maps (since they have no cut-points) which leads us to the alternate109

generating function110

A(z, x, u) = B(z, x, u) + zxu+ zu2.111

Now a general rooted planar map can be obtained from a 2-connected rooted map (including112

the one-edge map as well as the one-edge loop) by adding to every corner a rooted planar113

map (note that there are 2n corners if there are n edges):114

M(z, x, u) = 1 +A

(
zM(z, x, 1)2, x,

uM(z, x, u)
M(z, x, 1)

)
. (9)115

>From (6) it follows that the function A(z, 1, 1) has its dominant singularity at z0 = 4
27 .116

On the other hand, by (3) M(z) has its dominant singularity at z1 = 1
12 and we also have117

M(z1) = 4
3 . Since z1M(z1)2 = 4

27 = z0, the singularities of M(z) and A(z, 1, 1) interact. We118

call such a situation critical.119

The relation (9) can also be seen as a way how all planar maps can be constructed120

(recursively) from 2-connected planar maps – which reflects the block-decomposition of a121

connected graph into its 2-connected components. Actually this principle holds, too, for122

several sub-classes of planar maps. As an example we consider outerplanar maps – these123

are maps, where all vertices are on the outer face. Here the generating function MO(z) of124

outerplanar (rooted) maps satisfies125

MO(z) = z

1−AO(M(z)) , (10)126

where AO(z) is the generating functions for polygon dissections (plus a single edges) where z127

marks non-root vertices, which satisfies128

2AO(z)2 − (1 + z)AO(z) + z = 0. (11)129
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Note that the dominant singularity of AO(z) is z0,O = 3 − 2
√

2, whereas the dominant130

singularity of MO(z) is z1,O = 1
8 and we have MO(z1,O) = 1

18 . So we clearly have131

MO(z1,O) < z0,O, (12)132
133

so that the singularities of MO(z) and AO(z) do not interact. Such a situation is called134

subcritical.135

3 A probabilistic approach to cut vertices of planar maps136

We let Mn denote the uniform planar map with n edges. It is known that Mn and related137

models of random planar maps admit a local limits that describe the asymptotic vicinity of138

a typical corner, see [16, 1, 13, 4, 6, 15].139

In a recent work by Drmota and Stufler [8, Thm. 2.1], a related limit object M∞ was140

constructed that describes the asymptotic vicinity of a uniformly selected vertex vn of Mn141

instead. That is, M∞ is a random infinite but locally finite planar map with a marked vertex142

such that143

(Mn, vn) d−→M∞ (13)144
145

in the local topology.146

In the present section we provide a probabilistic proof of Theorem 1. There are two steps.147

The first proves a law of large numbers for the number Xn of cut vertices in Mn without148

determining it explicitly:149

I Lemma 3. We have Xn/n
p−→ p/2, with p > 0 the probability that the root of M∞ is a cut150

vertex.151

The factor 1/2 origins from the fact that the number of vertices in the random map Mn152

has order n/2. We prove Lemma 3 in Section 3.4 below. In the second step, we determine153

this limiting probability.154

I Lemma 4. It holds that p = 5−
√

17
2 .155

The proof of Lemma 4 is given in Section 3.6 below.156

3.1 The local topology157

We briefly the recall the background related to local limits. Consider the collection M of158

vertex-rooted locally finite planar maps. For all integers k ≥ 0 we may consider the projection159

Uk : M→M that sends a map from M to the submap obtained by restricting to all vertices160

with graph distance at most k from the root vertex. The local topology is induced by the161

metric162

dM(M1,M2) = 1
1 + sup{k ≥ 0 | Uk(M1) = Uk(M2)} , M1,M2 ∈M.163

It is well-known that the metric space (M, dM) is a Polish space. A limit of a sequence of164

vertex rooted maps in M is called a local limit. The vertex rooted map (Mn, vn) is a random165

point of the space of M, and hence the standard probabilistic notions for different types of166

convergence (such as distributional convergence in (13)) of random points in Polish spaces167

apply.168
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3.2 Continuity on a subset169

We consider the indicator variable170

f : M→ {0, 1}171

for the property that the root vertex is a cut vertex.172

Note that f is not continuous: If Cn denotes a cycle of length n ≥ 3 with a fixed root173

vertex, then Cn has no cut vertices at all. However the limit limn→∞ Cn in the local topology174

is a doubly infinite path, and every vertex of this graph is a cut vertex.175

Now consider the subset Ω ⊂M of all locally finite vertex-rooted maps with the property,176

that either the root is not a cut vertex, or it is a cut vertex and deleting it creates at least177

one finite connected component.178

I Lemma 5. The indicator variable f is continuous on Ω.179

Proof. Let (Mn)n≥1 denote a sequence in M with a local limit M = limn→∞Mn that180

satisfies M ∈ Ω. If the root of M is not a cut vertex, then there is a finite cycle containing it,181

and this cycle must then be already present in Mn for all sufficiently large n. Hence in this182

case limn→∞ f(Mn) = 0 = f(M). If the root of M is a cut vertex, then M ∈ Ω implies that183

removing it creates a finite connected component, and this component must then also be184

separated from the remaining graph when removing the root vertex of Mn for all sufficiently185

large n. Thus, limn→∞ f(Mn) = 1 = f(M). This shows that f is continuous on Ω. J186

Note that by similar arguments it follows that the subset Ω is closed.187

3.3 Random probability measures188

The collection M1(M) of probability measures on the Borel sigma algebra of M is a Polish189

space with respect to the weak convergence topology.190

For any finite planar map M with k vertices we may consider the uniform distribution191

on the k different rooted versions of M . If the map M is random, then this is a random192

probability measure, and hence a random point in the space M1(M). In particular, the193

conditional law P((Mn, vn) | Mn) is a random point of M1(M). Let L(M∞) ∈M1(M) denote194

the law of the random map M. It follows from [19, Thm. 4.1] that195

P((Mn, vn) | Mn) p−→L(M∞). (14)196
197

The explicit construction of the limit M∞ also entails that among the connected components198

created when removing any single vertex of M∞ at most one is infinite. In particular,199

P(M∞ ∈ Ω) = 1. (15)200
201

3.4 Proving Lemma 3 using the continuous mapping theorem202

Let us recall the continuous mapping theorem. The reader may consult the book by203

Billingsley [3, Thm. 2.7] for a detailed proof and a general introduction to notions of204

convergence of measures.205

I Proposition 6 (The continuous mapping theorem). Let X and Y be Polish spaces and206

let g : X → Y be a measurable map. Let Dg ⊂ X denote the subset of points where g is207

continuous. Suppose that X,X1, X2, . . . are random variables with values in X that satisfy208

Xn
d−→X. If X almost surely takes values in Dg, then g(Xn) d−→ g(X).209
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For example, combining the convergence (13) with Lemma 5 and Equation (15) allows us210

to apply the continuous mapping theorem with X = M and Y = {0, 1} to deduce211

f(Mn, vn) d−→ f(M∞). (16)212
213

In other words, the probability for vn to be a cut vertex of Mn converges toward the214

probability p = E[f(M∞)] that the root of M∞ is a cut vertex. Equivalently, the number of215

vertices v(Mn) in the map Mn satisfies216

E[Xn/v(Mn)]→ p. (17)217
218

Of course, it follows by the same arguments that in general for any sequence of probability219

measures P1, P2, . . . ∈ M1(M) satisfying the weak convergence Pn ⇒ L(M∞), the push-220

forward measures satisfy221

Pnf
−1 ⇒ L(M∞)f−1. (18)222

223

Let us now consider the setting X = M1(M), Y = R, and224

g : M1(M)→ R, P 7→
∫
f dP = P (f = 1). (19)225

226

That is, a probability measure P ∈M1(M) gets mapped to the expectation of f with respect227

to P . In other words, to the P -probability that the root is a cut vertex. It follows from (18)228

that g is continuous at the point L(M∞). Hence, using (14) and again the continuous229

mapping theorem, it follows that230

E[f(Mn, vn) | Mn] d−→ p. (20)231
232

As p is a constant, this convergence actually holds in probability. Moreover,233

E[f(Mn, vn) | Mn] = Xn/v(Mn). (21)234
235

The number v(Mn) is known to satisfy v(Mn)/n p−→ 1/2. In fact, a normal central limit236

theorem is known to hold. This was shown in a lecture by Noy at the Alea-meeting 2010237

in Luminy. A detailed justification may be found in [8, Lem. 4.1]. This allows us to apply238

Slutsky’s theorem, yielding239

Xn/n
p−→ p/2. (22)240

241

We have thus completed the proof of Lemma 3.242

3.5 Structural properties of the local limit243

We let M denote a random map following a Boltzmann distribution with parameter z1 = 1
12 .244

That is, M attains a finite planar map M with c(M) corners with probability245

P(M = M) = z
c(M)
1

M(z1) = 3
4

(
1
12

)c(M)
. (23)246

247

The local limit M∞ exhibits a random number of independent copies of M close to its root:248

I Lemma 7. There is an infinite random planar map M∗∞ with a root vertex u∗ that is not249

a cut vertex of M∗∞, such that M∞ is distributed like the result of attaching an independent250

copy of M to each corner incident to u∗.251

CVIT 2016



23:8 Cut Vertices in Random Planar Maps

Here we use the term attach in the sense that the origin of the root-edge of the independent252

copy of M gets identified with the vertex u∗. The proof of Lemma 7 provides additional253

information about the distribution of M∞ and M∗∞. However, the only thing we are going254

to use and require for further arguments is the existence of such a map M∗∞. (The proof of255

Lemma 7 is given in Appendix A.)256

3.6 Proving Lemma 4 via the asymptotic degree distribution257

Let q(z) =
∑

k≥1 qkz
k denote the probability generating function of the root-degree of the258

map M∗∞. If we attach an independent copy of M to each corner incident to the vertex u∗ in259

the map M∗∞, then u∗ becomes a cut vertex if and only if at least one of these copies has at260

least one edge. The probability for M to have no edges, that is, to consist only of a single261

vertex, is given by 1/M(z1) = 3/4. Hence the probability p for the root of M∞ to be a cut262

vertex may be expressed by263

p =
∑
k≥1

qk

(
1−

(
3
4

)k
)

= 1− q
(

3
4

)
. (24)264

265

Hence, in order to determine p we need to determine q(z). Surprisingly, we may do so266

without concerning ourselves with the precise construction of M∗∞.267

It was shown in [11] that the degree of the origin of the root-edge of the random planar268

map Mn admits a limiting distribution with a generating series d(z) given by269

d(z) = z
√

3√
(2 + z)(6− 5z)3

. (25)270

271

That is, dk := [zk]d(z) is the asymptotic probability for the origin of the root-edge of Mn to272

have degree k. Let sk denote the limit of the probability for a uniformly selected vertex of273

Mn to have degree k. It follows from [14, Prop. 2.6] that274

sk = 4dk/k (26)275
276

for all integers k ≥ 1. Setting s(z) =
∑

k≥1 skz
k, Equation (26) may be rephrased by277

zs′(z) = 4d(z). (27)278
279

Via integration, this yields the expression280

s(z) = 1
2

−1 +
√

2 + z√
2− 5z

3

 (28)281

282

As M∞ is the local limit of Mn rooted at a uniformly chosen vertex, it follows that for283

each k ≥ 1 the limit sk equals the probability for the root of M∞ to have degree k. Let284

r(z) denote the probability generating series of the degree distribution of the origin of the285

root-edge of the Boltzmann map M. It follows from Lemma 7 that286

s(z) = q(zr(z)). (29)287
288

We are going to compute r(z). To this end, let M(z, v) denote the generating series of289

planar maps with z marking edges and v marking the degree of the root vertex. By duality,290

M(z, v) coincides with the bivariate generating series where the second variable marks the291
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degree of the outer face. The quadratic method (see [10, p. 515] or compare with (3) and (4)292

hence yields the known expression293

M(z1, u) =
−3u2 + 36u− 36 +

√
3(u+ 2)(6− 5u)3

6u2(u− 1) . (30)294

295

The series r(z) is related to M(z, u) via296

r(u) = M(z1, u)/M(z1, 1) = 3
4M(z1, u). (31)297

298

Forming the compositional inverse of zr(z) and plugging it into Equation (29) yields the299

involved expression300

q(z) = 1
2


√

20z2+48z−
√

2z−27(2z−3)3/2+123
z(4z+3)+24

2
√

6−4z
−14z+5

√
2z−27

√
2z−3+51

− 1

 . (32)301

302

The first couple of terms are given by303

q(z) = 4z
9 + 56z2

243 + 848z3

6561 + 13408z4

177147 + 217664z5

4782969 + . . . . (33)304
305

Equation (32) allows us to evaluate the constant q(3/4) in the expression for p given in306

Equation (24), yielding307

p = 1− q(3/4) = 5−
√

17
2 . (34)308

309

This concludes the proof of Lemma 4.310

4 A combinatorial approach to cut vertices of planar maps311

The goal of this section is to re-derive the constant (5−
√

17)/4 = p/2 in Theorem 1 with312

the help of a combinatorial approach by deriving an asymptotic expansion for the expected313

value E[Xn].314

4.1 Generating function for the expected number of cut vertices315

By extending the combinatorial approach that relates all planar maps with 2-connected maps316

(see 9) it is possible to derive the following explicit formula for the generating function317

Ea(z) =
∑
n≥0

MnE[Xn]zn.318

I Lemma 8. Let u1(z) denote the function u1(z) = 1/(1 − V (z, 1), where V (z, x) (and319

U(z, x)) is given by (8). Then we have320

Ea(z) = 1
1− 2zM(z)Az(zM(z)2, 1, 1) (35)321

×
[
A(zM(z)2, 1, 1) +Ax(zM(z)2, 1, 1)322

− 2zM(z)− z −B(zM(z)2, 1, 1/M(z))−B•(zM(z)2, 1/M(z))323

+ 2zM(z)Az(zM(z)2, 1, 1)
(
B(zM(z)2, 1, 1/M(z))−M(z) + zM(z) + z + 1

)]
,324

325

CVIT 2016



23:10 Cut Vertices in Random Planar Maps

where326

B•(z, w) = zw

u1(z)B(z,1,w)−wB(z,1,u1(z))
w−u1(z) + zwu1(z)

1− u1(z)B(z,1,w)−wB(z,1,u1(z))
w−u1(z) − zwu1(z)

.327

328

The proof is given in Appendix B. Note that all involved functions are algebraic which329

shows that the generating function Ea(z) is algebraic, too.330

4.2 Asymptotics331

We start with a proper representation of Bx(z, 1, 1) and Bz(z, 1, 1).332

I Lemma 9. Let B(z, x, u) be given by (7) and u1(z) = 1/(1 − V (z, 1)) as in Lemma 12.333

Then we have334

Bx(z, 1, 1) = u1(z)− 1
u1(z) Q(z)(1−Q(z)) (36)335

and336

Bz(z, 1, 1) = u1(z)− 1
z u1(z) Q(z)(1−Q(z)) + u1(z)− 1 (37)337

where Q(z) abbreviates338

Q(z) = V (z, 1)2

u1(z)− 1 −
u1(z)B(z, 1, 1)
u1(z)− 1 + z u1(z).339

The proof is given in Appendix C and leads us to the following local expansions.340

I Lemma 10. We have the following local expansions in powers of
(
1− 27

4 z
)
:341

Bx(z, 1, 1) = 2
27 −

2
√

3
27

√
1− 27

4 z + 2
81

(
1− 27

4 z
)

+ 19
√

3
729

(
1− 27

4 z
)3/2

+ · · · (38)342

Bz(z, 1, 1) = 1−
√

3
(

1− 27
4 z
)1/2

+ 4
3

(
1− 27

4 z
)
− 35

√
3

54

(
1− 27

4 z
)3/2

+ · · · (39)343

B•(z, w) = −4
w
(
−2w +

√
4w2 − 60w + 81− 9

)
243− 54w + 27

√
4w2 − 60w + 81

(40)344

+
16
√

3w2 (−2w +
√

4w2 − 60w + 81 + 3
)

9
(
9− 2w +

√
4w2 − 60w + 81

)2 (2w − 3)

√
1− 27

4 z + · · ·345

346

Proof. By inverting the equation z = V (1−V )2 it follows that V (z, 1) has the local expansion347

V (z, 1) = 1
3 −

2
3
√

3
Z + 2

27Z
2 − 5

81
√

3
Z3 + · · · ,348

where Z abbreviates349

Z =
√

1− 27
4 z.350

Consequently u1(z) = 1/(1− V (z, 1)) is given by351

u1(z) = 3
2 −
√

3
2 Z + 2

3Z
2 − 35

√
3

108 Z3 · · ·352
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We already know that353

B(z, 1, u1(z)) = V (z, 1)2 = 1
9 −

4
√

3
27 Z + 16

81Z
2 − 34

√
3

729 Z3 + · · ·354

and from (7) we directly obtain355

B(z, 1, 1) = 1
27 −

4
27Z

2 + 8
√

3
81 Z3 + · · ·356

Hence, the local expansion of Q(z) = Q0(z, 1, u1(z)) can be easily calculated:357

Q(z) = 1
3 −

2
√

3
9 Z + 2

27Z
2 − 5

√
3

243 Z
3 + · · · ,358

and, thus, (38) and (39) follow from this expansion and from (36) and (37).359

Finally we have to use (53) and the expansion for B(x, 1, w) to obtain (40). J360

This leads us to the following local expansion for Ea(z) and a corresponding asymptotic361

relation.362

I Lemma 11. The function Ea(z) has the following local expansion363

Ea(z) = 11
√

17− 37
24 − (5−

√
17)
√

1− 12z + · · · (41)364

which implies365

E[Xn] = [zn]Ea(z)
[zn]M(z) = (5−

√
17)

4 n+O(1).366

Proof. We note that several parts of (35) have a dominant singulartiy of the form (1−12z)3/2.367

For those parts only the value at z1 = 1/12 influences the the constant term and coefficient368

of
√

1− 12z in the local expansion of Ea(z). In particular we have369

M(z1) = 4
3 ,370

A(z1M(z1)2, 1, 1) = 1
3 ,371

B(z1M(z1)2, 1, 1/M(z1)) = 3
√

17− 11
72 .372

373

The other appearing function will have a non-zero coefficient at the
√

1− 12z–term. Note374

also that we have375 √
1− 27

4 zM(z)2 =
√

3
√

1− 12z − 2
3
√

3(1− 12z) +O((1− 12z)3/2),376

Hence we get377

Az(zM(z)2, 1, 1) = 3− 3
√

1− 12z + · · · ,378

Ax(zM(z)2, 1, 1) = 2
9 −

2
9
√

1− 12z + · · · ,379

B•(zM(z)2, 1, 1, 1/M(z)) =
(
7−
√

17
) (

5−
√

17
)

72 −
(
1 +
√

17
) (
−5 +

√
17
)2

48
√

1− 12z + · · ·380381
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and so (41) follows.382

>From (41) it directly follows that383

[zn]Ea(z) = 5−
√

17
2
√
π

n−3/212n · (1 +O(1/n))384

By dividing that by Mn = [zn]M(z) = (2/
√
π)n−5/212n · (1 + O(1/n)) the final result385

follows. J386
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A Proof of Lemma 7439

A direct description of the limit M∞ that uses a generalization of the Bouttier, Di Francesco440

and Guitter bijection [5] was given in [19, Thm. 4.1]. Although the structure of M∞ may be441

studied in this way, it will be easier to show that M∞ has the desired shape via a construction442

related to limits of the 2-connected core within Mn.443

Let B(Mn) ⊂ Mn denote the largest (meaning, having a maximal number of edges)444

2-connected block in the map Mn. Typically B(Mn) is uniquely determined, as the number445

c(n) of corners of B(Mn) is known to have order 2n/3, and the number of corners in the446

second largest block has order n2/3.447

Consider the random planar map M̄n constructed from the core Cn := B(Mn) by attaching448

for each integer 1 ≤ i ≤ c(n) an independent copy M(i) of M at the ith corner of Cn. We use449

the notation Cn instead of B(Mn) from now on to emphasize that we consider Cn always as450

a part of M̄n (as opposed to Mn).451

Clearly, the two models Mn and M̄n are not identically distributed. For example, the452

number of edges in M̄n is a random quantity that fluctuates around n. However, analogously453

as in the proof of [18, Lem. 9.2], local convergence of M̄n is equivalent to local convergence454

of Mn, implying that M∞ is also the local limit of M̄n with respect to a uniformly selected455

vertex un.456

The random 2-connected planar map Bn with n edges was shown to admit a local limit457

B̂ that describes the asymptotic vicinity of a typical corner (equivalently, the root-edge of458

Bn), see [18, Thm. 1.3]. Arguing entirely analogously as in [8], it follows that there is a also459

a local limit B∞ that describes the asymptotic vicinity of a typical vertex.460

The number of vertices of M̄n has order n/2, and the number of vertices in Cn is known461

to have order n/6. Let uB
n denote the result of conditioning the random vertex un to belong462

to Cn. The probability for this to happen tends to 1/3. As uB
n is uniformly distributed463

among all vertices of Cn, it follows that (Cn, u
B
n) d−→B∞ in the local topology. This implies464

that (M̄n, u
B
n) converges in distribution towards the result MB

∞ of attaching an independent465

copy of M to each corner of B∞. The limit MB
∞ has the desired shape.466

Let uc
n denote the result of conditioning the random vertex un to lie outside of Cn.467

It remains to show that the limit Mc
∞ of (M̄n, u

c
n) has the desired shape as well. Let468

1 ≤ in ≤ c(n) denote the index of the corner where the component containing uc
n is attached.469

It is important to note that given the maps M(1), . . . ,M(c(n)), the random integer in need470

not be uniform, as it is more likely to correspond to a map with an above average number of471

vertices. This well-known waiting time paradox implies that asymptotically the component472

containing uc
n follows a size-biased distribution M•. That is, M• is a random finite planar473

map with a marked non-root vertex, such that for any planar map M with a marked non-root474
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23:14 Cut Vertices in Random Planar Maps

vertex v it holds that475

P(M• = (M, v)) = P(M = M)/(E[v(M)]− 1), (42)476
477

with v(M) denoting the number of vertices in the Boltzmann planar map M.478

In detail: Given the random number c(n), let i∗n be uniformly selected among the integers479

from 1 to c(n). For each 1 ≤ i ≤ c(n) with i 6= i∗n let M̄(i) denote an independent copy of480

M, and let M̄(i∗n) denote an independent copy of M•. Likewise, for each 1 ≤ i ≤ c(n) with481

i 6= in set M ∗ (i) = M(i), and let M∗(in) = (M(in), uc
n). Analogously as in the proof of [18,482

Lem. 9.2], it follows that483

(M∗(i))1≤i≤c(n)
d
≈ (M̄(i))1≤i≤c(n). (43)484

485

This entails that the core Cn rooted at the corner with index in admits B̂ (and not B∞)486

as local limit. Moreover, the local limit Mc
∞ of M̄n rooted at uc

n may be constructed by487

attaching an independent copy of M to each corner of B̂, except for the root-corner of B̂,488

which receives an independent copy of M•. The marked vertex of the limit object Mc
∞ is489

then given by the marked vertex of this component.490

To proceed, we need information on the shape of M•. Consider the ordinary generating491

functions M(v, w) and A(v, w) of planar maps and 2-connected planar maps, with v marking492

corners, and w marking non-root vertices. The block-decomposition yields493

M(v, w) = A(vM(v, w), w). (44)494
495

That is, a planar map consists of a uniquely determined block containing the root-edge,496

with uniquely determined components attached to each of its corners. Let us call this block497

the root block. For the trivial map consisting of a single vertex and no edges, this block is498

identical to the trivial map, with nothing attached to it as it has no corners.499

Marking a non-root vertex (and no longer counting it) corresponds to taking the partial500

derivative with respect to w. It follows from (44) that501

∂M

∂w
(v, w) = ∂A

∂w
(vM(v, w), w) + ∂A

∂v
(vM(v, w), w)v ∂M

∂w
(v, w). (45)502

503

The combinatorial interpretation is that either the marked non-root vertex is part of the root504

block (accounting for the first summand), or there is a uniquely determined corner of the505

root block such that the component attached to this corner contains it. This is a recursive506

decomposition, as in the second case we could proceed with this component, considering507

whether the marked vertex belongs to its root block or not. We may do so a finite number508

of times, until it finally happens that the marked vertex belong to the root-block of the509

component under consideration. That is, if we follow this decomposition until encountering510

the marked non-root vertex, we have to pass through a uniquely determined sequence of511

blocks, always proceeding along uniquely determined (and hence marked) corners, until512

arriving at a block with a marked non-root vertex. On a generating function level, this is513

expressed by514

∂M

∂w
(v, w) = 1

1− ∂A
∂v (vM(v, w), w)v

∂A

∂w
(vM(v, w), w). (46)515

516

This allows us to apply Boltzmann principles, yielding that the random map M• may be517

sampled in two steps, that may be described as follows: First, generate this sequence of518

blocks by linking a geometrically distributed random number N of random independent519
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Boltzmann distributed blocks B◦1, . . . ,B◦N with marked corners into a chain, and attach an520

extra random Boltzmann distributed block B• with a marked non-root vertex to the end of521

the chain. The random number N has generating function522

E[uN ] =
1− ∂A

∂v (z1M(z1, 1), 1)z1

1− u∂A
∂v (z1M(z1, 1), 1)z1

. (47)523

524

The corner-rooted blocks are independent copies of a Boltzmann distributed block B◦, whose525

number of corners c(B◦) has generating function526

E[uc(B◦)] =
∂A
∂v (uz1M(z1, 1), 1)
∂A
∂v (z1M(z1, 1), 1)

. (48)527

528

The distribution of B◦ is fully characterized by the fact that, when conditioning on the529

number of corners, B◦ is conditionally uniformly distributed among the corner-rooted blocks530

with that number of corners. The distribution of B• is defined analogously. If we attach a531

block B̃ to the marked corner c of some block B, we say the resulting corner “to the right”532

of B̃ corresponds to c. Hence the map obtained by linking (B◦1, . . . ,B◦N ,B•) has precisely N533

corners that correspond marked corners. We call these corners closed, and all other corners534

open. The second and final step in the sampling procedure of M• is to attach an independent535

copy of M to each open corner of the map corresponding to (B◦1, . . . ,B◦N ,B•). Note that since536

the marked vertex of B• is a non-root vertex, all corners incident to the marked vertex are537

open . Consequently, the limit Mc
∞ has the desired shape, and the proof is complete.538

B Proof of Lemma 8539

B.1 More on generating functions of 2-connected planar maps540

First we introduce (formally) a generating function that takes care of all vertex degrees in541

2-connected planar maps (including the one-edge map and the one-edge loop)542

A(z;w1, w2, w3, w4, . . . ;u),543

where wk, k ≥ 1, corresponds to vertices of degree k and we also take the root vertex into544

account. As usual, u corresponds to the root degree.545

Similarly we introduce a variant of this generation function that takes care of all vertex546

degrees in 2-connected planar maps (without the one-edge map and one-edge loop) and does547

not take the root vertex into account:548

B(z;w2, w3, w4, . . . ;u).549

We recall that A(z, x, 1) corresponds to 2-connected maps (including the one-edge map550

and the one-edge loop), where x takes non-root faces into account. By adding the factor x551

we also include the root face and by duality xA(z, x, 1) is also the generating function, where552

x corresponds to vertices.553

It seems to be impossible to work directly withA(z;w1, w2, w3, . . .) or withB(z;w2, w3, w4, . . . ;u),554

however, we have the following easy relations:555

A(z;xv, xv2, xv3, . . . ;u) = xA(zv2, x, u) (49)556

and557

B(z;xv, xv2, xv3, . . . ;u) = B(zv2, x, u/v) (50)558
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This follows from the fact that every vertex of degree k corresponds to k half-edges. So559

summing up these half-edges we get twice the number of edges. In particular by taking560

derivatives with respect to x and v it follows that561 ∑
k≥1

Awk
(z; v, v2, v3, . . .)vk = A(zv2, 1, 1) +Ax(zv2, 1, 1)562

and563 ∑
k≥1

kAwk
(z; v, v2, v3, . . .)vk−1 = 2zvAz(zv2, 1, 1).564

We also mention that565

B(z; v2, v3, . . . , 1) = A(z; v, v2, . . . , 1/v)− zv − z566

= A(zv2, 1, 1/v)− zv − z567

= B(zv2, 1, 1/v)568
569

as it should be according to (50).570

It turns out that we will also have to deal with the sum571 ∑
k≥1

Awk
(z; v, v2, v3, . . .)572

which is slightly more difficult to understand.573

I Lemma 12. Let u1(z) denote the function u1(z) = 1/(1 − V (z, 1), where V (z, x) (and574

U(z, x)) is given by (8). Then we have575 ∑
k≥1

Awk
(z; v, v2, v3, . . .) = 2zv + z +B(zv2, 1, 1/v)576

+ zv

u1(zv2)B(zv2,1,1/v)−B(zv2,1,u1(zv2))/v
1/v−u1(zv2) + zvu1(zv2)

1− u1(zv2)B(zv2,1,1/v)−B(zv2,1,u1(zv2))/v
1/v−u1(zv2) − zvu1(zv2)

577

578

Note that some simplifications in this representations are possible. For example we have579

B(zv2, 1, u1(zv2)) = V (zv2, 1)2.580

Proof. We note that the derivative with respect to wk marks a vertex of degree k and581

discounts it. By substituting wk by vk we, thus, see that the resulting exponent of v is twice582

the number of edges minus the degree of the marked vertex. Hence we have to cover the583

situation, where we mark a vertex and keep track of the degree of the marked vertex.584

Let B•(z, x, u, w) be the generating function of vertex marked 2-connected planar maps,585

where the marked vertex is different from the root and where u takes care of the root degree586

and w on the degree of the pointed vertex. By duality this is also the generating function of587

face marked 2-connected planar maps, where u takes care of the root face valency and w of588

the valency of the marked face (that is different from the root face). Then we have589 ∑
k≥1

Awk
(z; v, v2, v3, . . .) = 2zv + z +B(zv2, 1, 1/v) +B•(zv2, 1, 1, 1/v). (51)590

The term 2zv corresponds to the one-edge map, the term z to the one-edge loop, the term591

B(zv2, 1/v) to the case, where the root vertex is marked and the third term B•(zv2, 1, 1, 1/v)592



M. Drmota, M. Noy, and B. Stufler 23:17

to the case, where a vertex different from the root is marked. Note that the substitution593

u = 1/v (or w = 1/v) discounts the degree of the marked vertex in the exponent of v as594

needed.595

Thus, it remains to get an expression for B•(z, 1, u, w). For this purpose we start with596

the generating function B(z, 1, u) and determine first the generating function B̃(z, x, u, w)597

(for x = 1), where the additional variable w takes care of the valency of the second face598

incident to the root edge. By using the same construction as above we have599

B̃(z, 1, u, w) = zuw

uB(z,1,w)−wB(z,1,u)
w−u + zuw

1− uB(z,1,w)−wB(z,1,u)
w−u − zuw

.600

This gives (by again applying this construction)601

B•(z, 1, u, w) = B̃(z, 1, u, w) + zu

uB•(z,1,1,w)−B•(z,1,u,w)
1−u(

1− uB(z,1,1)−B(z,1,u)
1−u − zu

)2 .602

This equation can be solved with the help of the kernel method. By rewriting it to603

B•(z, 1, u, w)

1 + zu

1− u
1(

1− uB(z,1,1)−B(z,1,u)
1−u − zu

)2

604

= B(z, 1, u, w) + zu2B•(z, 1, 1, w)
1− u

1(
1− uB(z,1,1)−B(z,1,u)

1−u − zu
)2 .605

606

Let u1(z) be defined by the equation607

1 + zu1(z)
1− u1(z)

1(
1− u1(z)B(z,1,1)−B(z,1,u1(z))

1−u1(z) − zu1(z)
)2 = 0 (52)608

Then it follows that609

B(z, 1, u1(z), w) + zu1(z)2B•(z, 1, 1, w)
1− u1(z)

1(
1− u1(z)B(z,1,1)−B(z,1,u1(z))

1−u1(z) − zu1(z)
)2 = 0610

or611

B•(z, 1, 1, w) = B̃(z, 1, u1(z), w)
u1(z) (53)612

= zw

u1(z)B(z,1,w)−wB(z,1,u1(z))
w−u1(z) + zwu1(z)

1− u1(z)B(z,1,w)−wB(z,1,u1(z))
w−u1(z) − zwu1(z)

.613

614

By using (7) and (8) it is a nice (but tedious) exercise to show that u1(z) = 1/(1− V (z, 1).615

Note that u1(z) satisfies the cubic equation u1(z) = 1 + zu1(z)3. Thus, u1(z) is also the616

generating function of ternary rooted trees. J617

B.2 Cut Vertices in Random Planar Maps618

Let M0(z, y) denote the generating function of planar maps with at least one edge, where619

the root vertex is not a cut point and where z takes care of the number of edges and y of the620

number of cut-points (that are then different from the root vertex).621
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Next let Mr(z, y) denote the generating function of (all) planar maps, where z takes care622

of the number of edges and y of the number of non-root cut-points.623

Finally let Ma(z, y) denote the generating function of (all) planar maps, where z takes624

care of the number of edges and y of the number of (all) cut-points.625

Obviously we have the following relation between these three generating functions:626

Ma(z, y) = yMr(z, y)− (y − 1)(1 +M0(z, y)). (54)627

Note that Ma(z, 1) = Mr(z, 1) = M(z).628

Furthermore we set629

Ea(z) = ∂Ma(z, y)
∂y

∣∣∣∣
y=1

and Er(z) = ∂Mr(z, y)
∂y

∣∣∣∣
y=1

.630

Clearly, the generating function Ea(z) is related to the expected number E[Cn] of cutpoints:631

Ea(z) =
∑
n≥0

MnE[Cn]zn.632

Our first main goal is to obtain relations for Ea(z) which will enable us to obtain asymptotics633

for E[Cn].634

By differentiating (54) with respect y and setting y = 1 we obtain635

Ea(z) = Er(z) +M(z)− 1−M0(z, 1).636

With the help of the above notions we obtain the following (formal relation):637

Ma(z, y) = 1 +A
(
z; yMr(z, y)− y + 1, yMr(z, y)2 − y + 1, . . . ; 1

)
. (55)638

The right hand side is based on the block-decompostion (similarly to (9)) and takes care,639

whether the vertices of the block that contains the root edge become cut-vertices or not.640

Similarly we obtain641

M0(z, y) = B
(
z; yMr(z, y)2 − y + 1, yMr(z, y)3 − y + 1, . . . ; 1

)
+ z(yMr(z, y)− y+ 1) + z.

(56)642

In particular if we set y = 1 we obtain643

M0(z, 1) = B
(
z;M(z)2,M(z)3, . . . ; 1

)
= B(zM(z)2, 1, 1/M(z)) + zM(z) + z.644

This now gives645

Ea(z) = Er(z) +M(z)− 1−B(zM(z)2, 1, 1/M(z))− zM(z)− z. (57)646

By differentiating (55) with respect to y and setting y = 1 we, thus, obtain647

Ea(z) =
∑
k≥1

Awk

(
z;M(z),M(z)2, . . . ; 1

)
648

×
(
M(z)k − 1 + kM(z)k−1Er(z)

)
649

=
∑
k≥1

Awk

(
z;M(z),M(z)2, . . .

)
M(z)k

650

−
∑
k≥1

Awk

(
z;M(z),M(z)2, . . .

)
651

+ Er(z)
∑
k≥1

kAwk

(
z;M(z),M(z)2, . . .

)
M(z)k−1.652

653
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Note that654 ∑
k≥1

Awk
(z;M(z),M(z)2, . . .)M(z)k = A(zM(z)2, 1, 1) +Ax(zM(z)2, 1, 1),655

656 ∑
k≥1

kAwk
(z;M(z),M(z)2, . . .)M(z)k−1 = 2zM(z)Az(zM(z)2, 1, 1),657

whereas658 ∑
k≥1

Awk
(z;M(z),M(z)2, . . .)659

= 2zM(z) + z +B(zM(z)2, 1, 1/M(z)) +B•(zM(z)2, 1, 1, 1/M(z))660

= 2zM(z) + z +B(zM(z)2, 1, 1/M(z))661

+ zM(z)
u1(zM(z)2)B(zM(z)2,1,1/M(z))−B(zM(z)2,1,u1(zM(z)2))/M/z)

1/M(z)−u1(zM(z)2) + zM(z)u1(zM(z)2)

1− u1(zM(z)2)B(zM(z)2,1,1/M(z))−B(zM(z)2,1,u1(zM(z)2))/M(z)
1/M(z)−u1(zM(z)2) − zM(z)u1(zM(z)2)

662

663

This finally leads to the explicit formula for Ea(z):664

Ea(z) = 1
1− 2zM(z)Az(zM(z)2, 1, 1) (58)665

×
[
A(zM(z)2, 1, 1) +Ax(zM(z)2, 1, 1)666

− 2zM(z)− z −B(zM(z)2, 1, 1/M(z))−B•(zM(z)2, 1, 1, 1/M(z))667

+ 2zM(z)Az(zM(z)2, 1, 1)
(
B(zM(z)2, 1, 1/M(z))−M(z) + zM(z) + z + 1

)]
,668

669

where670

B•(zM(z)2, 1, 1, 1/M(z))671

= zM(z)
u1(zM(z)2)B(zM(z)2,1,1/M(z))−B(zM(z)2,1,u1(zM(z)2))/M/z)

1/M(z)−u1(zM(z)2) + zM(z)u1(zM(z)2)

1− u1(zM(z)2)B(zM(z)2,1,1/M(z))−B(zM(z)2,1,u1(zM(z)2))/M(z)
1/M(z)−u1(zM(z)2) − zM(z)u1(zM(z)2)

672

673

C Proof of Lemma 9674

Set675

Q0(z, x, z) = uB(z, x, 1)−B(z, x, u)
1− u + zu676

Then (6) rewrites to677

B(z, x, u) = zxu
Q0(z, x, u)

1−Q0(z, x, u) .678

Hence, by taking the derivative with respect to x (and then setting x = 1) we obtain679

Bx(z, 1, u) = zu
Q0(z, 1, u)

1−Q0(z, 1, u) + zu

uBx(z,1,1)−Bx(z,1,u)
1−u

(1−Q0(z, 1, u))2680

or681

Bx(z, 1, u)
(

1 + zu

(1− u)(1−Q0(z, 1, u)2

)
= zuQ0(z, 1, u)

1−Q0(z, 1, u) + zu2Bx(z, 1, 1)
(1− u)(1−Q0(z, 1, u))2 .682
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If we replace u by u1(z) then by (52) the left hand side vanished and, thus, the right hand683

side, too. >From that we obtain the explicit representation (36) for Bx(z, 1, 1). We just note684

that685

Q(z) = Q0(z, 1, u1(z))686

since – by (7) and by u1(z) = 1/(1− V (z, 1)) – B(z, 1, u1(z)) = V (z, 1)2.687

Similarly we obtain a representation for Bz(z, 1, 1). Instead of taking the derivative with688

respect to x we take the derivative with respect to z and get689

Bz(z, 1, u) = u
Q0(z, 1, u)

1−Q0(z, 1, u) + zu

uBz(z,1,1)−Bz(z,1,u)
1−u + u

(1−Q0(z, 1, u))2690

or691

Bz(z, 1, u)
(

1 + zu

(1− u)(1−Q0(z, 1, u)2

)
= uQ0(z, 1, u)

1−Q0(z, 1, u)+ zu2

(1−Q0(z, 1, u))2

(
Bz(z, 1, 1)

1− u + 1
)
.692

Again by replacing u by u1(z) the vanishing right hand side leads to (37), the proposed693

explicit representation for Bz(z, 1, 1).694

D Proof of Theorem 2695

D.1 Outerplanar maps with n vertices696

As illustrated in Figure 3, any outerplanar map O with n vertices corresponds bijectively to697

a planted plane tree T (O) with n vertices and a family (β(v))v∈T (O) of ordered sequences of698

dissections of polygons such that the the outdegree of a vertex v ∈ T (O) agrees with the699

number of non-root vertices in the sequence β(v). Details on this decomposition may be700

found in [17, Sec. 2].701

1

3
2

1

2

1

2

1

Figure 3 The decomposition of simple outerplanar rooted maps into decorated trees.2

The root-vertex of O corresponds to the root-vertex of T (O). Any non-root vertex in702

O is a cut-vertex if and only if it is not a leaf of T (O). That is, the number Cut(O) of cut703

vertices in O and the number L(T (O)) of leaves in T (O) are related by704

Cut(O) = (n− 1)− L(T (O)) + 1root of O is a cutvertex. (59)705
706

2 Source of image: [17, Fig. 2].
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If On is the uniform outerplanar map with n vertices, then Tn := T (On) is a simply707

generated tree, obtained from conditioning a critical Galton–Watson tree on having n vertices.708

The fact that outerplanar maps are subcritical in the sense of (12) ensures that the offspring709

distribution ξ of the Galton–Watson tree may be chosen to satisfy E[ξ] = 1 and have finite710

exponential moments. By standard branching processes results (see for example [12]) it holds711

that the number of leaves of Tn satisfies a normal central limit theorem712

L(Tn)− np0√
n

d−→N(0, γ2), (60)713

714

with715

p0 := P(ξ = 0) and γ2 := p0 − p2
0(1 + 1/V[ξ]). (61)716

717

By Equation (59) it follows that718

Cut(On)− n(1− p0)√
n

d−→N(0, γ2). (62)719

720

Equation (11) enables us to determine the offspring distribution ξ explicitly (see [17, Sec.721

4.2.1]), and show that722

E[ξ] = 1, V[ξ] = 18, P(ξ = 0) = 3/4.723

Thus724

Cut(On)− n/4√
n

d−→N(0, 5/32). (63)725

726

D.2 Bipartite outerplanar maps with n vertices727

An outerplanar map is bipartite if and only if all its blocks are. Hence the bijection in728

Figure 3 restricts to a bijection between bipartite outerplanar maps and plane trees decorated729

by ordered sequences of bipartite dissections. In particular, the uniform random bipartite730

planar map Obip
n may be generated by decorating a simply generated tree T bip

n , obtained by731

conditioning some ξbip-Galton–Watson tree.732

As illustrated in Figure 4, any dissection may be decomposed into a root-edge and a733

series composition of other dissections.734

3

2

1

Figure 4 The decomposition of edge-rooted dissections of polygons.3

3 Source of image: [17, Fig. 4].
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Such a dissection is bipartite, if and only if all of its parts are bipartite and the number735

of parts is uneven. This allows us to explicitly determine the offspring distribution ξbip,736

yielding (see [17, Sec. 4.2.2])737

E[ξbip] = 1, V[ξbip] = 9(
√

3− 1), P(ξbip = 0) = (3−
√

3)/2.738

Equation 62 holds analogously for Obip
n and ξbip, yielding739

Cut(Obip
n )− n(−1 +

√
3)/2√

n

d−→N(0, (−17 + 11
√

3)/12). (64)740

741
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