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Abstract

All affinely contravariant matrix-valued valuations on the Sobolev
space W 1,2(Rn) are completely classified. It is shown that there is
a unique such valuation. This valuation turns out to be the Fisher
information matrix.

2000 AMS subject classification: 62B10 (46E35, 52A20, 52B45, 94A17).

A function Z defined on a lattice (L,∨,∧) and taking values in an abelian
semigroup is called a valuation if

Z(f ∨ g) + Z(f ∧ g) = Z(f) + Z(g) (1)

for all f, g ∈ L. A function Z defined on some subset S of L is called
a valuation on S if (1) holds whenever f, g, f ∨ g, f ∧ g ∈ S. Results on
valuations on compact convex sets in Rn are classical and start with Dehn’s
solution of Hilbert’s Third Problem in 1901. See [24, 27] for information on
the classical theory of valuations on convex sets and [1–5,9,11,16,19–22,28–
31, 33, 34, 43–45] for some of the more recent results. Valuations were also
investigated on star shaped sets [25,26] and on manifolds [6–8,10].

In this paper, we classify matrix-valued valuations on the Sobolev space
W 1,2(Rn), that is, the space of functions belonging to L2(Rn) whose distribu-
tional first-order derivatives belong to L2(Rn). The lattice (W 1,2(Rn),∨,∧)
is defined by letting f ∨ g denote the maximum and f ∧ g the minimum
of f, g ∈ W 1,2(Rn). Let 〈Mn,+〉 be the additive group of real symmetric
n× n matrices. As in the classical results for valuations on convex sets, we
use invariance and covariance properties with respect to suitable transfor-
mation groups to classify valuations. Since we are interested in operators
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that do not depend on the choice of the coordinate system, we use the gen-
eral linear group GL(n). An operator Z : W 1,2(Rn) → Mn is called GL(n)
contravariant if for some p ∈ R,

Z(f ◦ φ−1) = |detφ|p φ−t Z(f)φ−1

for all f ∈ W 1,2(Rn) and φ ∈ GL(n), where detφ is the determinant of φ
and φ−t denotes the inverse of the transpose of φ. It is called translation
invariant if Z(f ◦ τ−1) = Z(f) for all f ∈ W 1,2(Rn) and translations τ ,
and homogeneous if for some q ∈ R, we have Z(sf) = |s|q Z(f) for all
f ∈ W 1,2(Rn) and s ∈ R. An operator Z : W 1,2(Rn) → Mn is called
affinely contravariant if it is GL(n) contravariant, translation invariant and
homogeneous.

Theorem. An operator Z : W 1,2(Rn) → 〈Mn,+ 〉, where n > 2, is a con-
tinuous and affinely contravariant valuation if and only if there is a constant
c ∈ R such that

Z(f) = c J(f2)

for every f ∈W 1,2(Rn).

Here J(g) is the Fisher information matrix of a weakly differentiable function
g : Rn → [0,∞), that is, the n× n matrix with entries

Jij(g) =

∫
Rn

∂ log g(x)

∂xi

∂ log g(x)

∂xj
g(x) dx. (2)

The Fisher information matrix plays an important role in statistics and
information theory (see [14,15]). In general, Fisher information is a measure
of the minimum error in the maximum likelihood estimate of a parameter
in a distribution. The Fisher information matrix (2) describes such an error
for a random vector of density g with respect to a location parameter.

The proof of the theorem is based on the intriguing connection between
information theory and the L2 Brunn Minkowski Theory (see [12,13,17,23,
35–42,47,48] for information on the Lp Brunn Minkowski Theory). Lutwak,
Yang, and Zhang [37] introduced a new ellipsoid associated with convex
sets and showed in [39] that this LYZ ellipsoid corresponds to the Fisher
information ellipsoid defined by the Fisher information matrix. In [29], it
was shown that the matrix corresponding to the LYZ ellipsoid is the only
matrix-valued valuations on convex sets that is GL(n) contravariant with
p ≥ 0. The proof of the theorem makes essential use of this classification
result.
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1 Background material on convex polytopes

We work in Euclidean n-space, Rn, and we assume that n > 2. We denote by
e1, . . . , en the vectors of the standard basis of Rn and write x = (x1, . . . , xn)
for x ∈ Rn. Let x · y = x1 y1 + · · · + xn yn denote the scalar product of
x, y ∈ Rn and |x| =

√
x · x the Euclidean norm of x ∈ Rn. Let Pn denote the

space of compact convex polytopes in Rn and Pn0 the subspace of polytopes
containing the origin in their interiors. Both spaces are equipped with the
usual topology coming from the Hausdorff metric.

The proof of the theorem makes essential use of a classification result of
matrix-valued valuations established in [29]. To state the result, we need the
following definitions. For P ∈ Pn0 , the Lutwak-Yang-Zhang matrix, L(P ),
of P is defined in [37] by

Lij(P ) =
∑
u

a(P, u)

h(P, u)
ui uj (3)

where we sum over all unit normals u of facets of P and where a(P, u) is
the (n − 1)-dimensional volume of the facet with normal u and h(P, u) is
the distance from the origin of the hyperplane containing this facet. An
operator Y : Pn0 →Mn is called GL(n) contravariant of weight p ∈ R, if

Y(φP ) = |detφ|p φ−t Y(P )φ−1

for all P ∈ Pn0 and φ ∈ GL(n). The following result is a special case of
Theorem 2 in [29].

Theorem 1. An operator Y : Pn0 → 〈Mn,+〉, where n > 2, is a Borel
measurable GL(n) contravariant valuation of weight p ≥ 0 if and only if
there is a constant c ∈ R such that

Y(P ) = cL(P )

for every P ∈ Pn0 .

For n = 2, there are additional matrix-valued valuations (see [29]).

2 Background material on W 1,2(Rn)

For a measurable function f : Rn → R, set ‖f‖22 =
∫
Rn |f(x)|2dx and let

L2(Rn) denote the space of measurable functions f such that ‖f‖2 < ∞.
Note that a function f belongs to W 1,2(Rn) if and only if f ∈ L2(Rn) and
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there exists a measurable vector field ∇f : Rn → Rn such that |∇f | ∈
L2(Rn) and ∫

Rn
ν(x) · ∇f(x) dx = −

∫
Rn
f(x)∇ · ν(x) dx

for every compactly supported smooth vector field ν : Rn → Rn. The vector
∇f(x) is called the weak gradient of f at x. Note that for Φ(x) = φx + y
where φ ∈ GL(n) and y ∈ Rn, we have

∇(f ◦ Φ−1)(x) = φ−t∇f(Φ−1x) (4)

almost everywhere for f ∈W 1,2(Rn). We say that a sequence fk ∈W 1,2(Rn)
converges to f ∈ W 1,2(Rn) as k → ∞ in W 1,2(Rn) if ‖fk − f‖2 → 0 and
‖∇(fk − f)‖2 → 0 as k → ∞, where ‖v‖22 =

∫
Rn |v(x)|2dx for vector fields

v : Rn → Rn.
An operator Z : W 1,2(Rn)→Mn is called GL(n) contravariant of weight

p ∈ R, if
Z(f ◦ φ−1) = |detφ|p φ−t Z(f)φ−1

for all f ∈ W 1,2(Rn) and φ ∈ GL(n). It is called homogeneous of degree
q ∈ R, if Z(sf) = |s|q Z(f) for all f ∈ W 1,2(Rn) and s ∈ R. Taking s = 0
shows that if Z : W 1,2(Rn) → Mn is homogeneous, then q ≥ 0. If q = 0,
then the continuity of Z implies that lims→0 Z(sf) = Z(0) = Z(f). If Z is in
addition GL(n) contravariant, this implies that Z(f) is the zero matrix for
all f ∈W 1,2(Rn). Since clearly Z(0) = 0 for Z homogeneous of degree q > 0,
we obtain for every homogeneous, GL(n) contravariant Z : W 1,2(Rn)→Mn,

Z(0) = 0. (5)

For f, g ∈ W 1,2(Rn), we have f ∨ g, f ∧ g ∈ W 1,2(Rn) and for x ∈ Rn
a.e.,

∇(f ∨ g)(x) =


∇f(x) when f(x) > g(x)

∇g(x) when f(x) < g(x)

∇f(x) = ∇g(x) when f(x) = g(x)

(6)

and

∇(f ∧ g) =


∇f(x) when f(x) < g(x)

∇g(x) when f(x) > g(x)

∇f(x) = ∇g(x) when f(x) = g(x).

(7)

Hence (W 1,2(Rn),∨,∧) is a lattice.
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Let L1,2(Rn) ⊂ W 1,2(Rn) denote the space of piecewise affine functions
on Rn, where a function ` : Rn → R is piecewise affine, if ` is continuous
and there are finitely many convex polytopes P1, . . . , Pm ⊂ Rn with pairwise
disjoint interiors such that the restriction of ` to each Pi is affine and ` = 0
outside P1∪ · · ·∪Pm. Note that the weak partial derivatives of ` ∈ L1,2(Rn)
and the pointwise partial derivatives of ` are the same almost everywhere.
Also note that piecewise affine functions lie dense in W 1,2(Rn).

For P ∈ Pn0 , define the piecewise affine function `P by requiring that
`P (0) = 1, that `P (x) = 0 for x 6∈ P , and that `P is affine on each pyramid
with apex at the origin and base equal to a facet of P . Define P 1,2(Rn) ⊂
L1,2(Rn) as the set of all `P with P ∈ Pn0 . Note that

`φP = `P ◦ φ−1 (8)

for φ ∈ GL(n). We remark that multiples and translates of `P ∈ P 1,2(Rn)
correspond to linear elements within the theory of finite elements.

3 The operator f 7→ J(f 2)

In the following lemma, we prove some well known properties of the operator
f 7→ J(f2).

Lemma 2. The operator Z : W 1,2(Rn) → 〈Mn,+〉, defined by Z(f) =
c J(f2) with c ∈ R, is a continuous and affinely contravariant valuation.

Proof. It follows from (2) that

Jij(f
2) = 4

∫
Rn

∂f(x)

∂xi

∂f(x)

∂xj
dx. (9)

By the Cauchy-Schwarz inequality∣∣∣ ∫
Rn

∂f(x)

∂xi

∂f(x)

∂xj
dx
∣∣∣ ≤ (∫

Rn

∣∣∣∂f(x)

∂xi

∣∣∣2 dx)
) 1

2
(∫
Rn

∣∣∣∂f(x)

∂xj

∣∣∣2 dx) 1
2 ≤ ‖∇f‖22.

Thus Jij(f
2) < ∞ for f ∈ W 1,2(Rn). Equations (6) and (7) imply that

f 7→ c J(f2) is a valuation. Suppose that fk → f in W 1,2(Rn). Since the
Cauchy-Schwarz inequality implies that

| Jij(f2k )− Jij(f
2)| ≤ ‖∇fk‖2 ‖∇(fk − f)‖2 + ‖∇f‖2 ‖∇(fk − f)‖2,

the operator f 7→ c J(f2) is continuous on W 1,2(Rn).
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By (9),

J(f2) = 4

∫
Rn

(∇f(x)) (∇f(x))t dx,

where ∇f(x) is written as a column vector and (∇f(x))t denotes its trans-
pose, and hence it follows from (4) that for s ∈ R and Φ(x) = φx+ y, where
φ ∈ GL(n) and y ∈ Rn,

J((s f)2 ◦ Φ−1) = 4 s2
∫
Rn

(φ−t∇f(Φ−1)) (φ−t∇f(Φ−1))t dx

= s2 |detφ| φ−t J(f2)φ−1.

Thus we have

J((s f)2) = s2 J(f2), J(f2 ◦ φ−1) = | detφ| φ−t J(f2)φ−1

and
J(f2 ◦ τ−1) = J(f)

for all s ∈ R, translations τ and φ ∈ GL(n). Consequently, the operator
f 7→ c J(f2) is affinely contravariant.

The following lemma establishes an important connection between matrix-
valued operators on W 1,2(Rn) and on Pn0 . For a further such connection,
see [18, Lemma 5].

Lemma 3. For P ∈ Pn0 , we have J(`2P ) = 4
n L(P ).

Proof. Let N (P ) denote the finite set of unit outer normal vectors to facets
of P . Let F (u) be the facet with normal vector u ∈ N (P ). Let a(P, u) the
(n− 1)-dimensional area of F (u), h(P, u) the distance from the hyperplane
containing F (u) to the origin, and T (u) the convex hull of F (u) and the
origin. Since for x ∈ T (u)

`P (x) = − u

h(P, u)
· x+ 1

and
∂`P
∂xi

(x) = − ui
h(P, u)

,
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we obtain that

Jij(`
2
P ) = 4

∫
Rn

∂`P (x)

∂xi

∂`P (x)

∂xj
dx

= 4
∑

u∈N (P )

ui uj
h(P, u)2

∫
T (u)

dx

=
4

n

∑
u∈N (P )

a(P, u)

h(P, u)
ui uj .

Combined with definition (3), this concludes the proof of the lemma.

4 Proof of the Theorem

In Lemma 2, it was shown that f 7→ c J(f2) is a continuous and affinely
contravariant valuation on W 1,2(Rn). Now suppose that Z : W 1,2(Rn) →
〈Mn,+〉 is a continuous and affinely contravariant valuation. The proof
that there is a constant c ∈ R such that Z(f) = c J(f2) for all f ∈W 1,2(Rn)
consists of several steps. First, we show that the weight of Z is greater or
equal to 1. In Lemma 5, we combine this with Theorem 1 and Lemma 3
and show that there is a constant c ∈ R such that Z(f) = c J(f2) for all
f ∈ P 1,2(Rn). In particular, Z is GL(n) contravariant of weight p = 1. In
Lemma 6, we show that this implies that if Z is non-trivial on P 1,2(Rn), then
it is homogeneous of degree 2. Here Z is called trivial on P 1,2(Rn) if Z(f) = 0
for all f ∈ P 1,2(Rn). In the last step, we show that every homogeneous,
continuous, and translation invariant valuation is already determined by its
values on P 1,2(Rn). Combined with Lemmas 5 and 6 this completes the
proof of the theorem.

Lemma 4. If Z : L1,2(Rn) → Mn is continuous, non-trivial on P 1,2(Rn)
and GL(n) contravariant of weight p, then p ≥ 1.

Proof. For a > 0 and 0 < ε < 1, define φa ∈ GL(n) by φaei = a ei for
i = 1, 2 and by φaei = aεei for i = 3, . . . , n. For P ∈ Pn0 , we have by (8)

‖`2φaP ‖
2
2 =

∫
Rn
`4P (φ−1a x) dx = |detφa|

∫
Rn
`4P (x) dx = O(a2+(n−2)ε)
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and by (8) and (4)

‖∇`2φaP ‖
2
2 =

∫
Rn
|∇(`2P ◦ φ−1a )(x)|2 dx

=

∫
Rn
|φ−t∇`2P (φ−1a x)|2 dx

= | detφa|
∫
Rn
|φ−t∇`2P (x)|2 dx

= O(a2+(n−2)ε max
u∈Sn−1

|φ−ta u|2)

= O(a(n−2)ε)

as a → 0. Hence `2φaP → 0 in W 1,2(Rn) as a → 0. Since Z is GL(n)
contravariant of weight p,

Z(`2φaP ) = a(2+(n−1)ε)pφ−ta Z(`2P )φ−1a .

Thus
Z11(`

2
φaP ) = a(2+(n−1)ε)p−2 Z11(`

2
P ). (10)

Since Z is non-trivial on P 1,2(Rn), there is a polytope Q ∈ Pn0 such that
Z(`2Q) 6= 0. Since Z(`2Q) is symmetric, there is an orthogonal transformation

ψ such that ψ−t Z(`2Q)ψ−1 is a diagonal matrix. Since Z is GL(n) contravari-

ant, we see that Z(`2ψQ) is a diagonal matrix. This shows that after exchang-

ing the coordinates if necessary we can choose P ∈ Pn0 such that Z11(`
2
P ) 6= 0.

Since Z is continuous, (10) and (5) imply that p ≥ 2/(2 + (n − 1)ε). Since
ε > 0 was arbitrary, we obtain p ≥ 1.

Lemma 5. If Z : P 1,2(Rn) → 〈Mn,+〉 is a continuous and affinely con-
travariant valuation, then there is a constant c ≥ 0 such that

Z(f) = c J(f2)

for every f ∈ P 1,2(Rn).

Proof. Define the operator Y : Pn0 → 〈Mn,+〉 by setting

Y(P ) = Z(`2P ).

If `P , `Q ∈ P 1,2(Rn) are such that `P ∨ `Q ∈ P 1,2(Rn), then `P ∨ `Q = `P∪Q
and `P ∧ `Q = `P∩Q. Since Z is a valuation on P 1,2(Rn), it follows that for
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P,Q, P ∪Q ∈ Pn0 ,

Y(P ) + Y(Q) = Z(`2P ) + Z(`2Q)

= Z(`2P ∨ `2Q) + Z(`2P ∧ `2Q)

= Y(P ∪Q) + Y(P ∩Q).

Thus Y : Pn0 → 〈Mn,+〉 is a valuation.
By Lemma 4, Z is GL(n) contravariant of weight p ≥ 1. Since for

φ ∈ GL(n) we have by (8)

Y(φP ) = Z(`2P ◦ φ−1) = |detφ|p φ−t Z(`2P )φ−1 = |detφ|p φ−t(YP )φ−1,

also Y is GL(n) contravariant of weight p ≥ 1. Thus by Theorem 1 there
exists a constant c ∈ R such that

Z(`2P ) = cL(P )

for all `P ∈ P 1,2(Rn). The statement now follows from Lemma 3.

Lemma 6. If Z : W 1,2(Rn) → 〈Mn,+〉 is a continuous and non-trivial
valuation which is affinely contravariant of weight 1 and homogeneous of
degree q, then q = 2.

Proof. First, we show that q ≥ 2. Let P ∈ Pn0 and ε > 0. Take translations
τ1, . . . , τk2 such that the polytopes τi P are pairwise disjoint. Define

fk =
1

k1+ε
(`2τ1P ∨ · · · ∨ `

2
τk2P

).

Then ‖fk‖2 = ‖∇fk‖2 = O(k−ε) as k → ∞. Hence fk → 0 as k → ∞ in
W 1,2(Rn). Using (5), the valuation property and translation invariance of
Z, we see that

Z(`2τ1P ∨`
2
τ2P ) = Z(`2τ1P ∨`

2
τ2P )+Z(`2τ1P ∧`

2
τ2P ) = Z(`2τ1P )+Z(`2τ2P ) = 2 Z(`2P ).

Hence
Z(fk) = k2 k−q(1+ε) Z(`2P ).

Since Z is continuous and fk → 0 in W 1,2(Rn), combined with (5) this
implies that q ≥ 2.

Next, we show that q ≤ 2. Let P ∈ Pn0 and α, β > 0. Take translations
τ1, . . . , τk such that the polytopes τi P are pairwise disjoint. Define

fk = kα(`2τ1(P/kβ) ∨ · · · ∨ `
2
τk(P/kβ)

).
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We write φ for n× n identity matrix multiplied with k−β and have `2
P/kβ

=

`2φP = `2P ◦ φ−1. Hence

‖`2φP ‖22 =

∫
φP
`4P (φ−1x) dx = k−nβ

∫
P
`4p(x) dx

and by (4),

‖∇`2φP ‖22 =

∫
φP
|∇(`2P ◦ φ−1)(x)|2 dx

=

∫
φP
|φ−t∇`2P (φ−1x)|2 dx

= k−(n−2)β
∫
P
|∇`2P (x)|2 dx.

Hence ‖fk‖2 = O(k1+α−nβ/2) and ‖∇fk‖2 = O(k1+α−(n−2)β/2) as k → ∞.
Let α < (n−2)β/2−1. Then we obtain that fk → 0 as k →∞ in W 1,2(Rn).
Since Z is GL(n) contravariant of weight 1, we have

Z(`2P/kβ ) = Z(`2p ◦ φ−1) = k−(n−2)β Z(`2P ).

Hence
Z(fk) = k kα qk−(n−2)β Z(`2P ).

Since Z is continuous and fk → 0 in W 1,2(Rn), it follows from (5) that
q < (−1 + (n− 2)β)/α. Since this holds for all α < (n− 2)β/2− 1, letting
β →∞ gives q ≤ 2.

The following lemma on valuations on L1,2(Rn), the space of piecewise
affine functions, is proved similarly to Lemma 9 in [32].

Lemma 7. Let Z1,Z2 : L1,2(Rn) → 〈Mn,+〉 be continuous and translation
invariant valuations, which are homogeneous of the same degree. If Z1(f) =
Z2(f) holds for all f ∈ P 1,2(Rn), then

Z1(f) = Z2(f) (11)

for all f ∈ L1,2(Rn).

Proof. Let Z1 and Z2 be homogeneous of degree q. As noted in Section 2,
it is clear that q ≥ 0 and that if q = 0, then Z1 and Z2 are constant.
Hence (11) holds for q = 0 and we assume that q > 0. Thus we know that
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Z1(0) = Z2(0) = 0. Since Z1 and Z2 are valuations and homogeneous, this
implies that for i = 1, 2,

Zi(f ∨ 0) + Zi(f ∧ 0) = Zi(f) + Zi(0) = Zi(f)

and
Zi(f ∧ 0) = Zi(−((−f) ∨ 0)) = Zi((−f) ∨ 0).

Thus it suffices to show that (11) holds for all f ∈ L1,2(Rn) with f ≥ 0.
Let such a function f be given and let f not vanish identically. Triangu-

late the support of f so that f is affine on each simplex of the triangulation.
Let V be the (finite) set of vertices and S the set of n-dimensional simplices
of this triangulation. Note that f is determined by the values f(v) for v ∈ V
and that if f(v̄) > 0 for some v̄ ∈ V , then by changing the value f(v̄) we
obtain again a function in L1,2(Rn). Since Z1 and Z2 are continuous, it
suffices to prove (11) for a function f where the values f(v) are distinct for
v ∈ V with f(v) > 0.

First, we show that there are functions f1, . . . , fm ∈ L1,2(Rn) which are
non-negative and concave on their supports such that

f = f1 ∨ · · · ∨ fm. (12)

Let Si be a simplex of S and define the function fi by setting fi(v) = f(v)
on the vertices v of the simplex Si. Choose a convex polytope Pi such that
Si ⊂ Pi and set fi(v) = 0 on the vertices v of Pi. The function fi determined
by this data is concave on its support and piecewise linear. Moreover, if the
polytopes Pi are chosen suitably small, (12) holds.

Using the inclusion-exclusion principle and (12), we obtain that for i =
1, 2,

Zi(f) = Zi(f1 ∨ · · · ∨ fm) =
∑

J
(−1)|J |−1 Zi(fJ)

where we sum over all non-empty J ⊂ {1, . . . ,m},

fJ = fj1 ∧ · · · ∧ fjk

for J = {j1, . . . , jk}, and |J | is the cardinality of J . Note that the functions
fJ are concave on their support. Thus it suffices to prove (11) for f ∈
L1,2(Rn) such that f ≥ 0 and f is concave on its support.

For a given function f ∈ L1,2(Rn) which is concave on its support, let
F ⊂ Rn+1 be the compact polytope bounded by the graph of f and the
hyperplane {xn+1 = 0}. We call F singular if F has n facet hyperplanes that
intersect in a line L parallel to {xn+1 = 0} but not contained in {xn+1 = 0}.
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Since Z1 and Z2 are continuous, it suffices to show (11) for f ∈ L1,2(Rn)
such that F is not singular. So we assume for the rest of the proof that f
has this property.

Let such a function f be given. Let p̄ be the vertex of F with the largest
xn+1 coordinate. We use induction on the number m of facet hyperplanes
of F that are not passing through p̄. If m = 1, then a translate of f is in
P 1,2(Rn). Since Z1 and Z2 are translation invariant, (11) is true. Suppose
(11) is true for all f ∈ L1,2(Rn) with at most (m− 1) facet hyperplanes not
containing p̄. We show that (11) then also holds for all f ∈ L1,2(Rn) with
m such hyperplanes.

So let F have m such hyperplanes. Let p0 = (x0, f(x0)) be the vertex of
F with minimal non-negative xn+1-coordinate. Let H1, . . . ,Hk be the facet
hyperplanes of F through p0 which do not contain p̄. There is at least one
such hyperplane. Define F̄ as the polytope bounded by all facet hyperplanes
of F with the exception of H1, . . . ,Hk. Since F has no edges parallel to
{xn+1 = 0} but not contained in {xn+1 = 0}, F̄ is bounded and the function
f̄ corresponding to F̄ is in L1,2(Rn). Note that the graph of f̄ has at most
(m − 1) facet hyperplanes not containing p̄. Let H̄1, . . . , H̄i be the facet
hyperplanes of F̄ that contain p0. Choose suitable hyperplanes H̄i+1, . . . , H̄k

containing p0 so that the hyperplanes H̄1, . . . , H̄k and {xn+1 = 0} bound
a pyramid with apex at p0 that is contained in F̄ , has x0 in its base and
has H̄1, . . . , H̄i among its facet hyperplanes. Define ¯̀ as the piecewise affine
function determined by this pyramid and note that a suitable translate of
¯̀ is in P 1,2(Rn). Let ` = f ∧ ¯̀∈ L1,2(Rn). The polytope determined by `
is a pyramid since it is bounded by {xn+1 = 0} and hyperplanes containing
p0. Therefore a suitable translate of ` is in P 1,2(Rn). Since Zi is a valuation
and

f ∨ ¯̀= f̄ and f ∧ ¯̀= `,

we have

Zi(f) + Zi(¯̀) = Zi(f ∨ ¯̀) + Zi(f ∧ ¯̀) = Zi(f̄) + Zi(`). (13)

Since translates of ` and ¯̀are in P 1,2(Rn), by assumption Z1(¯̀) = Z2(¯̀) and
Z1(`) = Z2(`). Since the polytope F̄ has at most (m− 1) facet hyperplanes
not containing p̄, by induction Z1(f̄) = Z2(f̄). Thus (13) implies that (11)
holds for all f ∈ L1,2(Rn) with m facet hyperplanes not containing p̄. This
completes the proof of the lemma.
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