
Asymptotic approximation of smooth convex
bodies by general polytopes

Monika Ludwig

1 Introduction and statement of results

For the optimal approximation of convex bodies by inscribed or circumscribed
polytopes there are precise asymptotic results with respect to different notions of
distance. In this paper we want to derive some results on optimal approximation
without restricting the polytopes to be inscribed or circumscribed.

Let Pn and P(n) denote the set of polytopes with at most n vertices and
n facets, respectively. For a convex body C, i.e., a compact convex set with
non-empty interior, we are interested in the asymptotic behavior as n →∞ of

δS(C,Pn) = inf{δS(C, P ) : P ∈ Pn}

and
δS(C,P(n)) = inf{δS(C, P ) : P ∈ P(n)}

where δS(., .) is the symmetric difference metric, i.e., δS(C, D) = vol(C4D), the
volume of the symmetric difference of C and D.

Before giving our results, we will describe some of the known results in this
area, for more information we refer to the survey [8]. Let P i

n be the set of poly-
topes having at most n vertices and being inscribed into C, i.e., their vertices
are on the boundary of C, and let Pc

(n) be the set of polytopes having at most n

facets and being circumscribed to C, i.e., each facet touches C. Define δS(C,P i
n)

and δS(C,Pc
(n)) as above. For a convex body C in Euclidean d-space IE d with

boundary of differentiability class C2 and with positive Gaussian curvature κC ,
P.M. Gruber [9] proved that there are positive constants deld−1 and divd−1 (de-
pending only on d) such that

δS(C,P i
n) ∼ 1

2
deld−1

(∫
bd C

κC(x)1/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)

and

δS(C,Pc
(n)) ∼ 1

2
divd−1

(∫
bd C

κC(x)1/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)
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as n → ∞. Here σ is the surface area measure in IE d. For the case d = 2 these
results were stated by L. Fejes Tóth [4], p. 43, and proved by McClure and Vitale
[11]. deld−1 and divd−1 are named after Delone triangulations and Dirichlet-
Voronoi tilings, because these are used in the proofs of the asymptotic formulae.
Only the values del1 = 1/6, del2 = 1/(2

√
3), div1 = 1/12 and div2 = 5/(18

√
3)

(see [6] and [7] for the determination of del2 and div2, respectively) are known
explicitly.

For approximation without restricting the polytopes to be inscribed or cir-
cumscribed the following is known. Let C be a convex body in IE d with boundary
of differentiability class C2 and with positive Gaussian curvature κC . In the case
d = 2, L. Fejes Tóth [4], p. 43, stated the following asymptotic formula,

δS(C,Pn) = δS(C,P(n)) ∼
1

32

(∫
bd C

κC(x)1/3dσ(x)
)3 1

n2
(1.1)

as n → ∞. For general d, Gruber and Kenderov [10] showed that there are
positive constants α and β (depending only on d) such that

α

n2/(d−1)
≤ δS(C,Pn) ≤ β

n2/(d−1)
(1.2)

for n = d + 1, . . .. In our first theorem we give asymptotic results in the case of
approximation by general polytopes.

Theorem 1 Let C be a convex body in IE d with boundary of differentiability class
C2 and with positive Gaussian curvature κC. Then there are positive constants
ldeld−1 and ldivd−1, depending only on d, such that

δS(C,Pn) ∼ 1
2
ldeld−1

(∫
bd C

κC(x)1/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)
(1.3)

and

δS(C,P(n)) ∼ 1
2
ldivd−1

(∫
bd C

κC(x)1/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)
(1.4)

as n →∞.

The constants ldeld−1 and ldivd−1 are named after Laguerre, Delone, Dirichlet
and Voronoi, because, instead of Voronoi tilings as in the case of circumscribed
polytopes, Laguerre(-Delone-Dirichlet-Voronoi) tilings are used. It is easy to see
that ldel1 = ldiv1 = 1/16 which proves (1.1). For the case d = 3, formula (1.3)
was conjectured to hold in [6] with the constant ldel2 = 1/(6

√
3)− 1/(8π). In a

joint paper with K. Böröczky, Jr. [3] it is shown that this is the correct value and
that ldiv2 = 5/(18

√
3) − 1/(4π). For d > 3 it is probably difficult to determine

the explicit values of ldeld−1 and ldivd−1.
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∫
bd C κC(x)1/(d+1)dσ(x) is called the affine surface area of C. The affine isoperi-

metric inequality (cf. [12], p. 419) states that among all convex bodies of given
volume the affine surface area is maximal for ellipsoids. Thus (1.3) and (1.4)
imply that among all convex bodies of given volume ellipsoids are asymptotically
worst approximated by polytopes.

As a second notion of distance we use the L1-distance of the support functions
of the convex bodies, i.e.,

δ1(C, D) =
∫

Sd−1
|hC(u)− hD(u)| dσ(u)

where hC(u) is the support function of C (For notions of convex geometry not
explained here, cf. [12].). For a convex body C in IE d with boundary of differen-
tiability class C2 and with positive Gaussian curvature κC , Glasauer and Gruber
[5] proved that

δ1(C,P i
n) ∼ 1

2
divd−1

(∫
bd C

κC(x)d/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)

and

δ1(C,Pc
(n)) ∼ 1

2
deld−1

(∫
bd C

κC(x)d/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)

as n → ∞. As before, the case d = 2 was treated by L. Fejes Tóth [4] and
McClure and Vitale [11]. Our second theorem gives the respective results for
approximation by general polytopes.

Theorem 2 Let C be a convex body in IE d with boundary of differentiability class
C2 and with positive Gaussian curvature κC. Then

δ1(C,Pn) ∼ 1
2
ldivd−1

(∫
bd C

κC(x)d/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)
(1.5)

and

δ1(C,P(n)) ∼ 1
2
ldeld−1

(∫
bd C

κC(x)d/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)
(1.6)

as n →∞.

Both, Theorem 1 and Theorem 2 can be obtained from the following more
general result. Let w : IE d → IR be a continuous and positive function and define

δw(C, D) =
∫

C4D
w(x) dx

where dx = dx1 . . . dxd is the Lebesgue measure in IE d.
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Theorem 3 Let C be a convex body in IE d with boundary of differentiability class
C2 and with positive Gaussian curvature κC. Then

δw(C,Pn) ∼ 1
2
ldeld−1

(∫
bd C

w(x)(d−1)/(d+1)κC(x)1/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)

(1.7)
and

δw(C,P(n)) ∼ 1
2
ldivd−1

(∫
bd C

w(x)(d−1)/(d+1)κC(x)1/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)

(1.8)
as n →∞.

Theorem 1 follows from this result by setting w(x) = 1. To obtain Theorem 2
we follow an idea of Glasauer described in [5] and repeat some of the arguments
given there. We may assume that the origin o ∈ int C (where int stands for
interior) and set w(x) = ‖x‖−(d+1) where ‖x‖ is the Euclidean norm of x. Then,
by using polar coordinates we have

δ‖x‖−(d+1)(C∗, D∗) =
∫

C∗4D∗
‖x‖−(d+1) dx =

∫
Sd−1

| 1

ρC∗(u)
− 1

ρD∗(u)
| dσ(u)

=
∫

Sd−1
|hC(u)− hD(u)| dσ(u) = δ1(C, D)

where C∗ = {x ∈ IE d : 〈x, y〉 ≤ 1 for all y ∈ C} is the polar body of C and
ρC∗(u) = 1/ hC(u) is the radial function of C∗. If C is of class C2 and κC > 0
then C∗ is of class C2 and κC∗ > 0 (see [12], p. 111). Therefore, it follows from
Theorem 3 that

δ1(C,Pn) ∼ 1
2
ldivd−1

(∫
bd C∗

‖x‖−(d−1)κC∗(x)1/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)

as n →∞. Since∫
bd C∗

‖x‖−(d−1)κC∗(x)1/(d+1)dσ(x) =
∫
bd C

κC(x)d/(d+1)dσ(x)

(see [5]), (1.5) is a consequence of (1.8) and similarly, (1.6) follows from (1.7).
Thus, we only have to prove Theorem 3.

2 Approximation of paraboloids

As a first step in the proof of the asymptotic formulae (1.7) and (1.8) we consider
the problem of approximating a paraboloid by a convex polyhedron and recall
the connection of this question with Laguerre tilings. We denote by | | volume in
IE d−1 and call balls and cubes in dimension d−1 circles and squares, respectively.
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Let q(u) = u2 = (u1)2 + . . . + (ud−1)2 where u = (u1, . . . , ud−1) ∈ IE d−1 and
let Q = {(u, ud) : u ∈ IE d−1, ud ≥ q(u)}. For a given compact and Jordan
measurable set J ⊂ IE d−1 we want to find a convex polyhedron P with a given
number of vertices or facets that minimizes vP (J) = vol((P 4Q)∩ (J × IR)), i.e.,
the volume of that part of symmetric difference of Q and P which lies above J .

Let P be convex polyhedron with facets F1, . . . , Fn. P is the intersection of
n half-spaces which — in the cases we are interested in — can be described as
{(u, ud) : ud ≥ li(u)} where li(u) = 2aiu − a2

i + si with ai ∈ IE d−1 and si ∈ IR,
i.e., (ai, q(ai)) is the point where the tangent plane to Q is parallel to Fi. Let
l(u) = maxi=1,...,n li(u), then P = {(u, ud) : ud ≥ l(u)} and

vP (J) =
∫

J
|q(u)− l(u)| du.

Set L = {(a1, s1), . . . , (an, sn)}. l(u) and P are determined by L and we will also
write vL(J) for vP (J). We have

vL(J) =
∫

J
|q(u)− l(u)| du

=
∫

J
|u2 − max

i=1,...,n
li(u)| du

=
∫

J
|min{(u− a)2 − s : (a, s) ∈ L}| du.

Define Vi = {u ∈ J : (u− ai)
2 − si ≤ (u− aj)

2 − sj for j = 1, . . . , n}. Then

vL(J) =
n∑

i=1

∫
Vi

|(u− ai)
2 − si| du.

Vi is the intersection of J and the orthogonal projection of the facet Fi of P into
IE d−1. It is called Laguerre cell. The cells V1, . . . , Vn form a tiling of J which
is called Laguerre tiling, Laguerre-Voronoi tiling, Dirichlet cell complex or power
diagram of L in J . In the case s1 = . . . = sn we obtain (ordinary) Dirichlet-
Voronoi tilings. (For further information on Laguerre tilings, see, e.g., [1]).

First, we consider the problem of approximation by a polyhedron with a given
number of facets. In this case it is easy to see that for a best approximating
polyhedron every facet intersects Q which implies si ≥ 0 and we set si = r2

i .
Define

v(n)(J) = inf{vP (J) : P ∈ P(n)} (2.1)

= inf{vL(J) : L = {(a1, r
2
1), . . . , (an, r

2
n)}}.

Since vL(J) depends continuously on L, this infimum is attained for some L. We
have v(n)(J) → 0 as n → ∞. Therefore, if Ln are chosen such that vLn(J) =
v(n)(J), then as n →∞

max{diam V : V is Laguerre cell of Ln} → 0 (2.2)
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where diam stands for diameter. Further we will use that for µ > 0

v(n)(µ J) = µd+1v(n)(J) (2.3)

which follows directly from the definition of v(n)(J).
We will now determine the asymptotic behavior of v(n)(J) as n →∞. The fol-

lowing lemma gives the definition of ldivd−1. See Lemma 2 of [9] for the respective
result for Dirichlet-Voronoi tilings.

Lemma 1 Let I = {u ∈ IE d−1 : 0 ≤ ui ≤ 1}. For fixed d, there exists a positive
constant ldivd−1 such that

v(n)(I) ∼ ldivd−1

n2/(d−1)

as n →∞.

Proof. For an L = {(a1, r
2
1), . . . , (an, r

2
n)}, denote by

Bi = {u ∈ IE d−1 : (u− ai)
2 ≤ r2

i }

the i-th Laguerre circle and by Vi the respective Laguerre cell. Define

v′(n)(I) = inf{vL(I) : L = {(a1, r
2
1), . . . , (an, r

2
n)} with Bi ⊂ I for i = 1, . . . , n}.

1. First, we show that there is a constant β such that

v′(n)(I) ≤ β

n2/(d−1)
(2.4)

for n = 1, 2, . . ..
Let k = 1, 2, . . . and take the common tiling of I by kd−1 squares of side-length

1/k. Let ai, i = 1, . . . , kd−1, be the centers of these squares, set r1 = . . . = rkd−1 =
0 and L = {(a1, r1), . . . , (akd−1 , rkd−1)}. Then

v′(kd−1)(I) ≤ vL(I) ≤ kd−1
∫ 1

2k

− 1
2k

. . .
∫ 1

2k

− 1
2k

((u1)2+. . .+(ud−1)2) du1 . . . dud−1 =
d− 1

12 k2
.

For given n, choose k such that kd−1 ≤ n ≤ (k + 1)d−1. Then, there is a β such
that

v′(n)(I)n2/(d−1) ≤ v′(kd−1)(I)(k + 1)2 ≤ d− 1

12 k2
(k + 1)2 ≤ β

and (2.4) is proved.
2. The next step in our proof is to show that there is a positive constant α such
that

v′(n)(I) ≥ α

n2/(d−1)
(2.5)

for n = 1, 2, . . ..
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To show this we use the following mean inequality

n∑
i=1

σ
(d+1)/(d−1)
i n2/(d−1) ≥ (

n∑
i=1

σi)
(d+1)/(d−1) (2.6)

where σi ≥ 0, i = 1, . . . , n, and the following inequality for the polar moment of
inertia for a measurable set D ⊂ IE d−1 (see, e.g., [2], p. 51)∫

D
u2 du ≥

∫
B

u2 du =
d− 1

d + 1
κd−1

( |D|
κd−1

)(d+1)/(d−1)
(2.7)

where B is the (d−1)-dimensional circle of volume |D| centered at the origin and
κd−1 is the volume of the (d− 1)-dimensional unit circle.

Let L be chosen such that vL(I) = v′(n)(I) and let l(u) be the piecewise linear
function given by L. Then, as ε → 0∫

I
|q(u)− (l(u) + ε)| du = vL(I)− ε

n∑
i=1

|Vi\Bi|+ ε
n∑

i=1

|Bi ∩ Vi|+ o(ε).

Since L is optimal, this implies

n∑
i=1

|Bi ∩ Vi| =
n∑

i=1

|Vi\Bi|. (2.8)

For every facet Fi of the polyhedron given by L, the cone with base Fi∩Q and
apex at the point where the tangent plane of Q is parallel to Fi is contained in
Q\P and has volume r2

i |Bi ∩ Vi|/d. Moreover, these cones have pairwise disjoint
interiors. Thus,

n∑
i=1

r2
i |Bi ∩ Vi| ≤ d

n∑
i=1

∫
Bi∩Vi

(r2
i − (u− ai)

2) du. (2.9)

Consequently,

n∑
i=1

∫
Bi∩Vi

(r2
i − (u− ai)

2) du =
n∑

i=1

r2
i |Bi ∩ Vi| −

n∑
i=1

∫
Bi∩Vi

(u− ai)
2 du

≤ d
n∑

i=1

∫
Bi∩Vi

(r2
i − (u− ai)

2) du−
n∑

i=1

∫
Bi∩Vi

(u− ai)
2 du

and by (2.7)

(d− 1)
n∑

i=1

∫
Bi∩Vi

(r2
i − (u− ai)

2) du ≥
n∑

i=1

∫
Bi∩Vi

(u− ai)
2 du

≥ d− 1

d + 1
κd−1

n∑
i=1

( |Bi ∩ Vi|
κd−1

)(d+1)/(d−1)
.
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Therefore, by (2.6) and (2.8)

v′(n)(I)n2/(d−1) ≥
n∑

i=1

∫
Bi∩Vi

(r2
i − (u− ai)

2) du n2/(d−1)

≥ 1

(d + 1)κ
2/(d−1)
d−1

n∑
i=1

|Bi ∩ Vi|(d+1)/(d−1)n2/(d−1)

≥ 1

(d + 1)κ
2/(d−1)
d−1

( n∑
i=1

|Bi ∩ Vi|
)(d+1)/(d−1)

≥ 1

(d + 1)κ
2/(d−1)
d−1

(1

2

)(d+1)/(d−1)
= α

and (2.5) is proved.
3. Define

ldivd−1 = lim inf
n→∞

v′(n)(I)n2/(d−1).

By (2.5) and (2.4) 0 < ldivd−1 < ∞. We have to show that

ldivd−1 = lim
n→∞

v′(n)(I)n2/(d−1). (2.10)

To prove this it suffices to show the following for every λ > 1. If n0 is chosen
such that

v′(n0)(I)n
2/(d−1)
0 ≤ λ ldivd−1, (2.11)

then
v′(n)(I)n2/(d−1) ≤ λ2 ldivd−1 (2.12)

for all n sufficiently large.
Let k = 1, 2, . . . and take the common tiling of I by squares I1, . . . , Ikd−1 of

side-length 1/k. Choose Lj such that v′(n0)(Ij) = vLj
(Ij). Then, since in the

definition of v′(n0)(Ij) we have B = {u ∈ IE d−1 : (u − a)2 ≤ r2} ⊂ Ij for every

(a, r2) ∈ Lj, we obtain∫
Ij

|min{(u− a)2 − r2 : (a, r2) ∈ L1 ∪ . . . ∪ Lkd−1}| du ≤ vLj
(Ij),

and by (2.3)

vLj
(Ij) =

1

kd+1
v′(n0)(I)

for j = 1, . . . , kd−1. Therefore,

v′(n0kd−1)(I) ≤ vL1∪...∪L
kd−1

(I1 ∪ . . . ∪ Ikd−1)

≤ vL1(I1) + . . . + vL
kd−1

(Ikd−1)

≤ 1

k2
v′(n0)(I)
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and
v′(n0kd−1)(I)(n0k

d−1)2/(d−1) ≤ v′(n0)(I)n
2/(d−1)
0 . (2.13)

Choose k0 such that ((k + 1)/k)2 ≤ λ for k = k0, k0 + 1, . . .. For n sufficiently
large we can find a k ≥ k0 such that n0k

d−1 ≤ n ≤ n0(k + 1)d−1. By (2.13) and
(2.11) we have

v′(n)(I)n2/(d−1) ≤ v′(n0kd−1)(I)(n0(k + 1)d−1)2/(d−1)

≤ v′(n0)(I)n
2/(d−1)
0 (

k + 1

k
)2 ≤ λ2ldivd−1.

Thus, (2.12) and (2.10) are proved.
4. Obviously,

v(n)(I) ≤ v′(n)(I). (2.14)

We have to show that

lim
n→∞

v′(n)(I)n2/(d−1) ≤ lim inf
n→∞

v(n)(I)n2/(d−1). (2.15)

Let λ > 1 be chosen and let I ′ be a square concentric with I and with
|I ′| = 1/λ. Choose Ln such that v(n)(I) = vLn(I). (2.2) implies that for n
sufficiently large⋃

{V : V is Laguerre cell of Ln with Laguerre circle B ⊂ I} ⊃ I ′ (2.16)

and we denote by L′
n the subset of Ln defining such cells. It follows from (2.3)

and (2.4) that we can choose n′ ≤ (λ − 1)n points a1, . . . , an′ lying in I\I ′ and
define L = {(a1, 0), . . . , (an′ , 0)} such that

vL(I\I ′) ≤ (1− 1

λ
)d+1 β

((λ− 1)n)2/(d−1)
.

Combining this with (2.16) gives

vL′
n∪L(I) ≤ v(n)(I) + (1− 1

λ
)d+1 β

((λ− 1)n)2/(d−1)
.

L′
n ∪L has less than λ n cells and for all of its Laguerre circles B we have B ⊂ I.

Therefore,
v′(dλ ne)(I) ≤ vL′

n∪L(I)

and

lim
n→∞

v′(dλ ne)(I)(dλ ne)2/(d−1) = lim
n→∞

v′(dλ ne)(I)(λ n)2/(d−1)

≤ λ2/(d−1) lim inf
n→∞

v(n)(I)n2/(d−1) + (
λ− 1

λ
)(d2−3)/(d−1)β.
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Since λ > 1 was arbitrary, this shows (2.15). Combined with (2.10) this completes
the proof of the lemma. 2

Next, we extend Lemma 1 from the unit square to Jordan measurable sets
and from q(u) = u2 to general positive definite quadratic forms. For a convex
function f : IE d−1 → IR define

vP (J ; f) =
∫

J
|f(u)− l(u)| du

where l(u) describes the convex polyhedron P , and define v(n)(J ; f) as above.

Lemma 2 Let J ⊂ IE d−1 be compact and Jordan measurable and q a positive
definite quadratic form. Then

v(n)(J ; q) ∼ ldivd−1(det q)1/(d−1)|J |(d+1)/(d−1) 1

n2/(d−1)

as n →∞, where det stands for determinant.

Proof. We only have to prove the lemma for q(u) = u2, the more general case
can then be obtained by applying a linear transformation.

First, we show that

lim sup
n→∞

v(n)(J)n2/(d−1) ≤ ldivd−1|J |(d+1)/(d−1). (2.17)

Let λ > 1 be chosen. Since J is Jordan measurable, we can find m squares
I1, . . . , Im of equal area |I| such that

J ⊂
m⋃

l=1

Il (2.18)

and
m|I| ≤ λ|J |. (2.19)

Thus, we have by (2.18), (2.10), (2.3), and (2.19)

v(km)(J)(km)2/(d−1) ≤
m∑

l=1

v′(k)(Il)k
2/(d−1)m2/(d−1)

≤ λ ldivd−1|I|(d+1)/(d−1)m(d+1)/(d−1) (2.20)

≤ λ(2d)/(d−1)ldivd−1|J |(d+1)/(d−1)

for k sufficiently large. Choose k0 such that for k = k0, k0 + 1, . . . (2.20) holds
and ((k +1)/k)2/(d−1) ≤ λ. For sufficiently large n we can find a k ≥ k0 such that
mk ≤ n ≤ m(k + 1). Therefore,

v(n)(J)n2/(d−1) ≤ v(km)(J)((k + 1)m)2/(d−1)

≤ λ(2d)/(d−1)ldivd−1|J |(d+1)/(d−1)(
k + 1

k
)2/(d−1)

≤ λ(3d−1)/(d−1)ldivd−1|J |(d+1)/(d−1)

and (2.17) is proved.
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Second, we show that

lim inf
n→∞

v(n)(J)n2/(d−1) ≥ ldivd−1|J |(d+1)/(d−1). (2.21)

Let λ > 1 be chosen. Since J is Jordan measurable, there are pairwise disjoint
squares I1, . . . , Im such that

m⋃
l=1

Il ⊂ J (2.22)

and

|J | ≤ λ
m∑

l=1

|Il|. (2.23)

Choose L such that v(n)(J) = vL(J) and denote by nl the number of Laguerre
cells of L which intersect Il. Because of (2.2), we see that no Laguerre cell of L
intersects two different squares for n sufficiently large. Therefore,

n1 + . . . + nm ≤ n. (2.24)

By Lemma 1 and (2.3) there is a n0 such that

v(k)(Il) ≥
ldivd−1

λ
|Il|(d+1)/(d−1) 1

k2/(d−1)
(2.25)

for k ≥ n0 and l = 1, . . . ,m. Since v(n)(J) → 0 as n →∞,

nl ≥ n0 for l = 1, . . . ,m

and n sufficiently large. Therefore, we have by (2.22) and (2.25)

v(n)(J) ≥
m∑

l=1

v(nl)(Il) ≥
ldivd−1

λ

m∑
l=1

|Il|(d+1)/(d−1)

n
2/(d−1)
l

.

By using Hölder’s inequality

m∑
l=1

|Il| =
m∑

l=1

( |Il|
n

2/(d+1)
l

)
n

2/(d+1)
l ≤

( m∑
l=1

|Il|(d+1)/(d−1)

n
2/(d−1)
l

)(d−1)/(d+1)( m∑
l=1

nl

)2/(d+1)
,

(2.23) and (2.24), we obtain

v(n)(J) ≥ ldivd−1

λ

( m∑
l=1

|Il|
)(d+1)/(d−1)( 1∑m

l=1 nl

)2/(d−1)

≥ ldivd−1

λ(2d)/(d−1)
|J |(d+1)/(d−1) 1

n2/(d−1)

for n sufficiently large and (2.21) is proved. 2
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As second case, we consider the problem of approximating a paraboloid by a
convex polyhedron with n vertices. Define

vn(J) = inf{vP (J) : P ∈ Pn}
= inf{vL(I) : L defines a Laguerre tiling of I with at most n vertices}

and define vn(J ; f) as above. Similar to the case of approximation by polyhedra
with n facets we have the following results.

Lemma 3 Let I = {u ∈ IE d−1 : 0 ≤ ui ≤ 1}. Then, for fixed d, there exists a
positive constant ldeld−1 such that

vn(I) ∼ ldeld−1

n2/(d−1)

as n →∞.

Lemma 4 Let J ⊂ IE d−1 be compact and Jordan measurable and q a positive
definite quadratic form. Then

vn(J ; q) ∼ ldeld−1(det q)1/(d−1)|J |(d+1)/(d−1) 1

n2/(d−1)

as n →∞.

We omit the proofs of these lemmata because they are similar to the proofs of
Lemma 1 and Lemma 2. The upper and lower bounds for vn(I) needed in the
proof of Lemma 3 can be obtained with the help of (1.2).

3 Proof of Theorem 3

We will only give the proof of (1.8). (1.7) can be obtained along similar lines.
3.1 We may assume that the origin o ∈ int C. We use the following local rep-
resentation of bd C (compare [9]): Given p ∈ bd C, consider the ray R through
p starting at o and let H be a hyperplane with C ∩ H = ∅ which intersects R
orthogonally. Choose a Cartesian coordinate system in H. Together with the
normal unit vector of H which points to C it forms a Cartesian coordinate sys-
tem in IE d. We write “ ′ ” for the orthogonal projection of IE d onto H = IE d−1.
Next, represent the lower side of bd C in the form {(u, f(u)) : u ∈ C ′}. Then
f = fp : C ′ → IR is a convex function and f | int C ′ is of class C2. To each
u ∈ int C ′ we let correspond the quadratic form qu = qp,u defined by

qu(s) =
∑
i,j

f,ij (u)sisj for s = (s1, . . . , sd−1) ∈ H = IE d−1

12



(i, j = 1, . . . , d − 1). Here we denote by f,j the first partial derivatives of f . If
x = (u, f(u)) ∈ bd C, we write also κC(u) for κC(x) and have

κC(u) =
det qu

(1 +
∑

j f,j (u)2)(d+1)/2
(3.1)

for u ∈ int C ′.
3.2 Choose λ > 1. Since κC > 0, the quadratic forms qu all are positive defi-
nite. Their coefficients are continuous. Therefore, we can choose an open convex
neighbourhood U ′ of p′ in int C ′ such that

1

λ
qp′(s) ≤ qu(s) ≤ λ qp′(s) (3.2)

for u ∈ U ′, s ∈ IE d−1, and

1

λ
det qp′ ≤ det qu ≤ λ det qp′

for u ∈ U ′. We denote by U the inverse image of U ′ with respect to the projection
“′” on the lower side of bd C.

The main step of the proof is to show the following result.

Proposition 1 Let J be a compact Jordan measurable subset of U ′. Then

ldivd−1

2λ9d
(det qp′)

1/(d−1)|J |(d+1)/(d−1) 1

k2/(d−1)

≤ v(k)(J ; f) ≤ λ9d

2
ldivd−1(det qp′)

1/(d−1)|J |(d+1)/(d−1) 1

k2/(d−1)

for k sufficiently large.

Proof. First, we establish the estimate from below for v(k)(J ; f). There is a
piecewise linear convex function l(u) = maxi=1,...,k li(u) such that

v(k)(J ; f) =
∫

J
|f(u)− l(u)| du =

k∑
i=1

∫
Qi

|f(u)− li(u)| du

where Qi = {u ∈ J : li(u) ≥ lj(u) for j = 1, . . . , k}. We can choose ai ∈ J such
that the tangent plane to f(u) at ai is parallel to the plane determined by li(u),
i.e.,

li(u) =
d−1∑
l=1

f,l (ai)(u
l − al

i) + li(ai).

As in the case of paraboloids, it is easy to see that every li(u) intersects f(u),
and we set r2

i = l(ai)− f(ai) ≥ 0. By Taylor’s formula, there is, for fixed u ∈ J ,
a τi, 0 < τi < 1, such that

f(u)− li(u) = f(ai) +
d−1∑
l=1

f,l (ai)(u
l − al

i) + 1
2
qai+τi(u−ai)(u− ai)− li(u)

= 1
2
qai+τi(u−ai)(u− ai)− r2

i . (3.3)

13



Define

Vi = {u ∈ J :
1

2λ
q(u− ai)− r2

i ≤
1

2λ
q(u− aj)− r2

j for j = 1, . . . , k}

and

Bi = {u ∈ IE d−1 :
1

2λ
q(u− ai) ≤ r2

i },

where we write q for qp′ , and set B =
⋃k

i=1 Bi.
For u ∈ J and u 6∈ B, we have by (3.3) and (3.2)

f(u)− li(u) =
1

2
qai+τi(u−ai)(u− ai)− r2

i ≥
1

2λ
q(u− ai)− r2

i ≥ 0.

Thus,∫
J\B

|f(u)− l(u)| du =
k∑

i=1

∫
Qi\B

(f(u)− li(u)) du

≥
k∑

i=1

∫
Qi\B

(
1

2λ
q(u− ai)− r2

i ) du (3.4)

≥
∫

J\B
|min{ 1

2λ
q(u− ai)− r2

i : i = 1, . . . , k}| du.

Next, we show that∫
J∩B

|f(u)− l(u)| du ≥ 1

λ8d

∫
J∩B

|min{ 1

2λ
q(u− ai)− r2

i : i = 1, . . . , k}| du. (3.5)

Note that by (3.2) and (3.3)

1

2λ
q(u− ai) ≤

1

2
qai+τi(u−ai)(u− ai) ≤ |f(u)− li(u)|+ r2

i . (3.6)

We have∫
J∩B

|f(u)−l(u)| du ≥
k∑

i=1

∫
Vi∩Bi

|f(u)−li(u)| du−
k∑

i=1

∫
Vi∩Bi

|l(u)−li(u)| du. (3.7)

We need estimates for the right-hand side of (3.7). For the first expression we
have by (3.3), (3.2) and (3.6)

|f(u)− li(u)| = |1
2
qai+τi(u−ai)(u− ai)− r2

i |

≥ | 1

2λ
q(u− ai)− r2

i | −
1

2
|qai+τi(u−ai)(u− ai)−

1

λ
q(u− ai)|

≥ | 1

2λ
q(u− ai)− r2

i | −
λ2 − 1

2λ
q(u− ai)

≥ | 1

2λ
q(u− ai)− r2

i | − (λ2 − 1)|f(u)− li(u)| − (λ2 − 1)r2
i
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and

|f(u)− li(u)| ≥ 1

λ2
| 1

2λ
q(u− ai)− r2

i | −
λ2 − 1

λ2
r2
i .

Thus

k∑
i=1

∫
Vi∩Bi

|f(u)−li(u)| du ≥ 1

λ2

k∑
i=1

∫
Vi∩Bi

| 1

2λ
q(u−ai)−r2

i | du− λ2 − 1

λ2

k∑
i=1

r2
i |Vi∩Bi|.

(3.8)
As in (2.9), we have

k∑
i=1

r2
i |Vi ∩Bi| ≤ d

k∑
i=1

∫
Vi∩Bi

| 1

2λ
q(u− ai)− r2

i | du. (3.9)

Therefore, we get for (3.8)

k∑
i=1

∫
Vi∩Bi

|f(u)− li(u)| du ≥ 1− (λ2 − 1)d

λ2

k∑
i=1

∫
Vi∩Bi

| 1

2λ
q(u−ai)−r2

i | du. (3.10)

For the second expression on the right-hand side of (3.7) we obtain the following.
For u ∈ Qj ∩ Vi, we have by (3.3)

0 ≤ l(u)− li(u) = lj(u)− li(u)

= (f(u)− li(u))− (f(u)− lj(u))

=
(

1

2
qai+τi(u−ai)(u− ai)− r2

i

)
−

(
1

2
qaj+τj(u−aj)(u− aj)− r2

j

)
=

(
1

2λ
q(u− ai)− r2

i

)
−

(
1

2λ
q(u− aj)− r2

j

)
+

(
1

2
qai+τi(u−ai)(u− ai)−

1

2λ
q(u− ai)

)
−

(
1

2
qaj+τj(u−aj)(u− aj)−

1

2λ
q(u− aj)

)
.

By the definition of Vi, we have for u ∈ Vi

1

2λ
q(u− ai)− r2

i ≤
1

2λ
q(u− aj)− r2

j .

Thus, we obtain by (3.2)

l(u)− li(u) ≤
(

1

2
qai+τi(u−ai)(u− ai)−

1

2λ
q(u− ai)

)
≤ λ2 − 1

2λ
q(u− ai)

≤ (λ2 − 1)
(
| 1

2λ
q(u− ai)− r2

i |+ r2
i

)
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which holds for all u ∈ Vi. Using (3.9) now gives

k∑
i=1

∫
Vi∩Bi

|l(u)− li(u)| du

≤ (λ2 − 1)
( k∑

i=1

∫
Vi∩Bi

| 1

2λ
q(u− ai)− r2

i | du +
k∑

i=1

r2
i |Vi ∩Bi|

)

≤ (λ2 − 1)(d + 1)
k∑

i=1

∫
Vi∩Bi

| 1

2λ
q(u− ai)− r2

i | du.

Using this and (3.10), we obtain for (3.7)

∫
J∩B

|f(u)− l(u)| du ≥ 1

λ8d

k∑
i=1

∫
Vi∩Bi

| 1

2λ
q(u− ai)− r2

i | du

for λ not too large, which proves (3.5).
Combining (3.4) and (3.5) and using Lemma 2 gives∫

J
|f(u)− l(u)| du ≥ 1

λ8d
v(k)(J ;

1

2λ
q)

≥ 1

2λ8d+1
ldivd−1(det q)1/(d−1)|J |(d+1)/(d−1) 1

k2/(d−1)

for k sufficiently large, i.e., the estimate from below is proved.
Second, we establish the estimate from above for v(k)(J ; f). Choose a1, . . .,

ak and r1, . . . , rk such that

v(k)(J ;
λ

2
q) =

k∑
i=1

∫
Vi

|λ
2
q(u− ai)− r2

i | du

where Vi = {u ∈ J : λ/2 q(u − ai) − r2
i ≤ λ/2 q(u − aj) − r2

j for j = 1, . . . , k}.
Define

li(u) = f(ai) +
d−1∑
l=1

f,l (ai)(u
l − al

i) + r2
i ,

Qi = {u ∈ J : li(u) ≥ lj(u) for j = 1, . . . , k}, and Di = {u ∈ IE d−1 : f(u) ≤
li(u)} for i = 1, . . . , k. Set l(u) = maxi=1,...,k li(u) and D =

⋃k
i=1 Di.

For u 6∈ D, we have by (3.3) and (3.2)

0 ≤ f(u)− li(u) ≤ λ

2
q(u− ai)− r2

i .

Thus, by the definition of l(u) we have

k∑
i=1

∫
Vi\D

|λ
2
q(u− ai)− r2

i | du ≥
k∑

i=1

∫
Vi\D

(f(u)− li(u)) du
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≥
k∑

i=1

∫
Vi\D

(f(u)− l(u)) du (3.11)

=
∫

J\D
|f(u)− l(u)| du.

Next, we show that

k∑
i=1

∫
Vi∩D

|λ
2
q(u− ai)− r2

i | du ≥ 1

λ8d

∫
J∩D

|f(u)− l(u)| du. (3.12)

Note that by the definition of the Vi’s

k∑
i=1

∫
Vi∩D

|λ
2
q(u− ai)− r2

i | du =
∫

J∩D
|min{λ

2
q(u− aj)− r2

j : j = 1, . . . , k}| du.

We have

|min{λ

2
q(u− aj)− r2

j : j = 1, . . . , k}| ≥

|λ
2
q(u− ai)− r2

i | − |(λ
2
q(u− ai)− r2

i )−min{λ

2
q(u− aj)− r2

j : j = 1, . . . , k}|.
(3.13)

For the right-hand side of (3.13), we obtain the following. By (3.3) and (3.2),

|λ
2
q(u− ai)− r2

i | ≥ |f(u)− li(u)| − |λ
2
q(u− ai)−

1

2
qai+τi(u−ai)(u− ai)|

≥ |f(u)− li(u)| − λ2 − 1

2λ
q(u− ai). (3.14)

For u ∈ Vj ∩Qi, we see by the definition of Qi and (3.2)

|(λ
2
q(u− ai)− r2

i )−min{λ

2
q(u− aj)− r2

j : j = 1, . . . , k}|

= (r2
j −

λ

2
q(u− aj))− (r2

i −
λ

2
q(u− ai))

= (lj(u)− f(u))− (li(u)− f(u))− (
λ

2
q(u− aj)−

1

2
qaj+τj(u−aj)(u− aj))

+ (
λ

2
q(u− ai)−

1

2
qai+τi(u−ai)(u− ai))

≤ λ

2
q(u− ai)−

1

2
qai+τi(u−ai)(u− ai)

≤ λ2 − 1

2λ
q(u− ai)

≤ (λ2 − 1) |f(u)− li(u)|+ (λ2 − 1)r2
i .

Combining this with (3.14) gives for (3.13)

|min{λ

2
q(u− aj)− r2

j : j = 1, . . . , k}|
≥ (1− 2(λ2 − 1)) |f(u)− li(u)| − 2(λ2 − 1)r2

i .
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Therefore,

k∑
i=1

∫
Vi∩D

|λ
2
q(u− ai)− r2

i | du ≥ (1− 2(λ2 − 1))
k∑

i=1

∫
Qi∩Di

|f(u)− li(u)| du

−2(λ2 − 1)
k∑

i=1

r2
i |Qi ∩Di|.

Since we have as in (3.9)

k∑
i=1

r2
i |Qi ∩Di| ≤ d

k∑
i=1

∫
Qi∩Di

|f(u)− li(u)| du,

we obtain

k∑
i=1

∫
Vi∩D

|λ
2
q(u− ai)− r2

i | du ≥ (1− 2(d + 1)(λ2 − 1))
∫

J∩D
|f(u)− l(u)| du

and (3.12) follows. Combining (3.11) and (3.12) completes the proof of Proposi-
tion 1. 2

3.3 Further we use the following decomposition of C, see [9].

Proposition 2 There is a tiling of IE d with finitely many closed cones Cl, l =
1, . . . ,m, with common apex o, each of which has the following property: There is
a point pl ∈ Cl ∩ bd C = Tl with corresponding Rl, Hl, Ul, U

′
l , fl = fpl

, qu = qpl,u,
ql = qpl,p

′
l
, and wl = w(pl) such that

Tl ⊂ Ul,

1

λ
ql(s) ≤ qu(s) ≤ λ ql(s) for u ∈ U ′

l , s ∈ IE d−1,

1

λ
det ql ≤ det qu ≤ λ det ql for u ∈ U ′

l , (3.15)

and
1

λ
wl ≤ w(x) ≤ λ wl (3.16)

for x ∈ Cl and x at a distance less than λ− 1 from Tl.
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By our choice of Tl, (3.1), (3.15) and (3.16) we obtain the following.∫
bd C

w(x)(d−1)/(d+1)κC(x)1/(d+1)dσ(x)

=
m∑

l=1

∫
T ′

l

w((u, f(u)))(d−1)/(d+1) (det qu)
1/(d+1)

(1 +
∑d−1

k=1 f,k (u)2)1/2
(1 +

d−1∑
k=1

f,k (u)2)1/2 du


≤ λ

m∑
l=1

w
(d−1)/(d+1)
l (det ql)

1/(d+1)|T ′
l |

≥ 1

λ

m∑
l=1

w
(d−1)/(d+1)
l (det ql)

1/(d+1)|T ′
l |.

(3.17)
3.4 Next, we give an estimate from below for δw(C,P(n)).

Proposition 3 For all n sufficiently large,

δw(C,P(n)) ≥
1

2λ12d
ldivd−1

(∫
bd C

w(x)(d−1)/(d+1)κC(x)1/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)
.

Proof. There is a Pn ∈ P(n) such that δw(C, Pn) = δw(C,P(n)). Denote by nl the
number of facets of Pn which lie entirely in Cl. Then

n1 + . . . + nm ≤ n. (3.18)

Choose n0 so large that for k ≥ n0 Proposition 1 holds for f = fl and J = T ′
l for

l = 1, . . . ,m. κC > 0 implies that C is strictly convex. Since Pn
δw→C as n →∞,

this implies max{diam F : F is a facet of Pn} → 0 as n → ∞. Therefore, we
have

nl ≥ n0

for n sufficiently large. We see by (3.16), by our choice of Cl, the definition of
v(k)(T

′
l ; fl) and Proposition 1 that

δw(C, Pn) ≥ 1

λ

m∑
l=1

wl(volume of the subset of C 4 Pn which lies in Cl)

≥ 1

λ2

m∑
l=1

wl v(nl)(T
′
l ; fl)

≥ 1

2λ9d+2
ldivd−1

m∑
l=1

wl(det ql)
1/(d−1)|T ′

l |(d+1)/(d−1) 1

n
2/(d−1)
l

.

By Hölder’s inequality
m∑

l=1

w
(d−1)/(d+1)
l (det ql)

1/(d+1)|T ′
l |

=
m∑

l=1

(
w

(d−1)/(d+1)
l (det ql)

1/(d+1)|T ′
l |

1

n
2/(d+1)
l

)
n

2/(d+1)
l

≤
( m∑

l=1

wl(det ql)
1/(d−1)|T ′

l |(d+1)/(d−1) 1

n
2/(d−1)
l

)(d−1)/(d+1)( m∑
l=1

nl

)2/(d+1)
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we obtain by using (3.18) and (3.17)

δw (C, Pn)

≥ ldivd−1

2λ9d+2

( m∑
l=1

w
(d−1)/(d+1)
l (det ql)

1/(d+1)|T ′
l |

)(d+1)/(d−1) 1

(n1 + . . . + nm)2/(d−1)

≥ ldivd−1

2λ9d+2

( m∑
l=1

w
(d−1)/(d+1)
l (det ql)

1/(d+1)|T ′
l |

)(d+1)/(d−1) 1

n2/(d−1)

≥ ldivd−1

2λ9d+2+(d+1)/(d−1)

( ∫
bd C

w(x)(d−1)/(d+1)κC(x)1/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)

for all n sufficiently large. Since δw(C, Pn) = δw(C,P(n)), the proof is complete.
2

3.5 Next, we need an estimate from above for δw(C,P(n)).

Proposition 4 For all n sufficiently large,

δw(C,P(n)) ≤
λ13d

2
ldivd−1

(∫
bd C

w(x)(d−1)/(d+1)κC(x)1/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)
.

Proof. To obtain this estimate we construct a polytope P with ≤ n facets in
the following way: For l = 1, . . . ,m, choose polyhedra with nl facets such that
the infimum in v(nl)(T

′
l ; fl) is attained and define P as the intersection of these

polyhedra. Then, P has at most n1 + . . . + nm facets and by (3.16)

δw(C, P ) ≤ λ
m∑

l=1

wl(volume of the subset of P 4 C which lies in Cl)

≤ λ2
m∑

l=1

wl v(nl)(T
′
l ; fl)

for n1, . . . , nm sufficiently large. Define nl as the largest integer such that

nl ≤
w

(d−1)/(d+1)
l (det ql)

1/(d+1)|T ′
l |

m∑
j=1

w
(d−1)/(d+1)
j (det qj)

1/(d+1)|T ′
j|

n (3.19)

for l = 1, . . . ,m. Then,
n1 + . . . + nm ≤ n (3.20)

and
1

λ

w
(d−1)/(d+1)
l (det ql)

1/(d+1)|T ′
l |

m∑
j=1

w
(d−1)/(d+1)
j (det qj)

1/(d+1)|T ′
j|

n ≤ nl (3.21)
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for n sufficiently large. We have by (3.20), Proposition 1, (3.21) and (3.17)

δw(C,P(n))

≤ λ2
m∑

l=1

wl v(nl)(T
′
l ; fl)

≤ λ9d+2

2
ldivd−1

m∑
l=1

wl(det ql)
1/(d−1)|T ′

l |(d+1)/(d−1) 1

n
2/(d−1)
l

≤ λ9d+2+2/(d−1)

2
ldivd−1

( m∑
j=1

w
(d−1)/(d+1)
j (det qj)

1/(d+1)|T ′
j|

)2/(d−1)

×
m∑

l=1

(
w

1−2/(d+1)
l (det ql)

1/(d−1)−2/((d−1)(d+1))|T ′
l |(d+1)/(d−1)−2/(d−1)

) 1

n2/(d−1)

≤ λ9d+2+2/(d−1)

2
ldivd−1

( m∑
l=1

w
(d−1)/(d+1)
l (det ql)

1/(d+1)|T ′
l |

)(d+1)/(d−1) 1

n2/(d−1)

≤ λ13d

2
ldivd−1

( ∫
bd C

w(x)(d−1)/(d+1)κC(x)1/(d+1)dσ(x)
)(d+1)/(d−1) 1

n2/(d−1)

for n sufficiently large. This concludes the proof of Proposition 4. 2

3.5 Since λ > 1 was arbitrary, (1.8) follows from Propositions 3 and 4.
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