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Abstract

We consider valuations defined on polytopes containing the origin which have mea-
sures on the sphere as values. We show that the classical surface area measure is
essentially the only such valuation which is SL(n) contravariant of degree one.
Moreover, for all real p, an Lp version of the above result is established for GL(n)
contravariant valuations of degree p. This provides a characterization of the Lp

surface area measures from the Lp Brunn-Minkowski theory.

Mathematics Subject Classification: 52B45, 28A10

1 Introduction

A valuation is a map µ : Qn → 〈A,+〉 defined on a set Qn of subsets of Rn with values
in an abelian semigroup such that

µ(P ∪Q) + µ(P ∩Q) = µ(P ) + µ(Q)

whenever the sets P , Q, P ∪Q, P ∩Q are contained in Qn. Valuations were the critical
ingredient in Dehn’s solution of Hilbert’s Third Problem and played a prominent role
in geometry thereafter. Especially over recent years the theory of valuations witnessed
an explosive growth (see e.g. [2–6, 9, 13–15, 20–25, 34, 39–41]). For example, it turned
out that basic objects in convex geometric analysis can be characterized as valuations
which are compatible with a subgroup of the affine group. Moreover, new geometric
insights gained from such classification results led to strengthenings of various affine
isoperimetric and Sobolev inequalities (see [8, 17,18,28,30]).

In this paper we classify measure valued valuations which are compatible with the
general linear group. We will show that the only non-trivial examples of such valuations
are surface area measures and their Lp analogs.

Surface area measures are a fundamental concept in the theory of convex bodies, i.e.
nonempty compact convex subsets of Rn. Given a convex polytope P ⊂ Rn, its surface
area measure S(P, ·) is the Borel measure on the Euclidean unit sphere Sn−1 ⊂ Rn
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which is given by

(1) S(P, ·) =
∑

u∈N (P )

Vn−1(Fu)δu.

Here, N (P ) denotes the set of all unit facet normals of P , Vn−1(Fu) stands for the
(n− 1)-dimensional volume of the facet corresponding to u, and δu is the Dirac proba-
bility measure supported at u. Surface area measures can actually be associated with
arbitrary convex bodies. We write Kn for the space of convex bodies in Rn equipped
with Hausdorff distance. For a body K ∈ Kn, its surface area measure S(K, ·) is sim-
ply the weak limit of the measures S(Pk, · ), where Pk is some sequence of polytopes
converging to K.

Surface area measures are the central object of a cornerstone of the classical Brunn-
Minkowski theory: The Minkowski problem. It asks which measures on the Euclidean
unit sphere are surface area measures of convex bodies. The answer to this question
had a huge impact on convex geometry, geometric tomography, differential geometry,
and elliptic partial differential equations (see e.g. [11, 35,38]).

The first main result of this paper is a characterization of the surface area measure.
We will consider valuations which are defined on polytopes containing the origin and
which have measures on the sphere as values. We show that the surface area measure
is essentially the only such valuation with a certain compability with the special linear
group. What we mean by compatibility is contained in the following definition. Let G
be a subgroup of the general linear group GL(n) and denote by M(Sn−1) the space of
finite positive Borel measures on Sn−1. Suppose that p ∈ R. A map µ : Qn →M(Sn−1)
defined on Qn ⊂ Kn is called G contravariant of degree p if∫

Sn−1

f dµ(φP, ·) = | detφ|
∫
Sn−1

f ◦ φ−t dµ(P, ·)

for every map φ ∈ G, each P ∈ Qn with φP ∈ Qn, and every continuous p-homogeneous
function f : Rn\{o} → R. Here, φ−t denotes the transpose of the inverse of φ ∈
GL(n). We remark that the concept of G contravariance is simply the behavior of
mixed volumes (and their Lp analogs) under the action of the general linear group (see
Section 2).

We are now in a position to state our first main result. Throughout this article we
work in Rn with n ≥ 3. Convex polytopes in Rn which contain the origin are denoted
by Pno .

Theorem 1. A map µ : Pno →M(Sn−1) is an SL(n) contravariant valuation of degree
1 if and only if there exist constants c1, c2, c3, c4 ∈ R with c1, c2 ≥ 0 and c1 + c3 ≥ 0,
c2 + c4 ≥ 0 such that

µ(P, ·) = c1S(P, ·) + c2S(−P, ·) + c3S
∗(P, ·) + c4S

∗(−P, ·)
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for every P ∈ Pno .

The measure S∗(P, ·) is defined similarly to the surface area measure of P but the
summation in (1) ranges only over those facets in N (P ) which do not contain the origin.
An immediate consequence of the above result is the following classification of measure
valued valuations defined on all convex bodies.

Corollary 2. A map µ : Kn →M(Sn−1) is a weakly continuous, translation invariant,
and SL(n) contravariant valuation of degree 1 if and only if there exist nonnegative
constants c1, c2 ∈ R such that

µ(K, ·) = c1S(K, ·) + c2S(−K, ·)

for every K ∈ Kn.

Schneider [37] previously obtained a classification of rotation contravariant valua-
tions of degree 1 under the additional assumption that they are defined locally.

As explained before, surface area measures lie at the very core of the Brunn-
Minkowski theory. Based on Firey’s Lp addition for convex bodies, Lutwak [26, 27]
showed that the classical Brunn-Minkowski theory can be extended to an Lp Brunn-
Minkowski theory. The importance of this new Lp theory is reflected for example in the
fact that Lp inequalities almost invariably turn out to be stronger than their classical
counterparts. Since Lutwak’s seminal work, this Lp Brunn-Minkowski theory evolved
enormously (see e.g. [7, 10,17,18,22,25,28,29,36,42–45]).

Let p ∈ R. The analog of the surface area measure in the Lp Brunn-Minkowski
theory is defined as follows. For a convex polytope P ∈ Pno , the Lp surface area
measure Sp(P, ·) ∈M(Sn−1) is given by

Sp(P, ·) =
∑

u∈N ∗(P )

h(P, u)1−pVn−1(Fu)δu,

where N ∗(P ) denotes the set of unit facet normals of P corresponding to facets which
do not contain the origin and h(P, ·) is the support function of P (see Section 2 for the
precise definition).

Finding necessary and sufficient conditions for a measure to be the Lp surface area
measure of a convex body is one of the major problems in modern convex geometric
analysis. Consequently, this Lp analog of the Minkowski problem has been studied
intensively (see e.g. [7,16,26,43]). Solutions to the Lp Minkowski problem were crucial
for the proofs of affine versions of the Pólya-Szegö principle and new affine Sobolev
inequalities (see [8, 17,18,28,30]).

The following theorem provides a characterization of Lp surface area measures for
all p 6= 1.
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Theorem 3. Let p ∈ R\{1}. A map µ : Pno → M(Sn−1) is a GL(n) contravariant
valuation of degree p if and only if there exist nonnegative constants c1, c2 ∈ R such
that

µ(P, ·) = c1Sp(P, ·) + c2Sp(−P, ·)

for every P ∈ Pno .

Since the Lp Brunn Minkowski theory is based on an addition which makes sense
only for p ≥ 1, most of the Lp concepts are restricted to such p’s. However, the above
theorem reveals that the concept of Lp surface area measures is independent of p in a
very natural way.

For positive p, we will actually prove a stronger version of Theorem 3. It will be
shown in Theorem 17 that for such p’s the Lp surface area measure can actually be char-
acterized as an SL(n) contravariant valuation. Moreover, Theorem 14 will show that
Lp surface area measures are characterized as valuations which are SL(n) contravariant
of degree p for all p ∈ R provided that their images are discrete.

Recently, the next step in the evolution of the Brunn-Minkowski theory towards an
Orlicz Brunn-Minkowski theory has been made (see e.g. [16,25,31,32]). Whereas some
elements of the Lp Brunn-Minkowski theory have been generalized to an Orlicz setting,
the Orlicz analog of the surface area measure is still unknown. This question actually
motivated the axiomatic characterization of Lp surface area measures obtained in this
article. Since characterizing properties of Lp surface area measures are now identified,
they can possibly lead to the correct notion of Orlicz surface area measures.

2 Notation and Preliminaries

In this section we collect the necessary definitions and facts about convex bodies. Ex-
cellent references for the theory of convex bodies are the books by Gardner [11], Gru-
ber [12], and Schneider [38].

We write R+ for the set of positive real numbers. Given two vectors x, y ∈ Rn
we write x · y for their standard Euclidean product. The Euclidean length of a vector
x ∈ Rn is denoted by |x|. If x ∈ Rn is not equal to the zero vector, then we set

〈x〉 =
x

|x|
.

The canonical basis vectors of Rn are denoted by e1, . . . , en. The standard simplex
Tn ⊂ Rn is the convex hull of the origin and the canonical basis vectors e1, . . . , en.
We denote by T ′ the intersection Tn ∩ e⊥1 where e⊥1 stands for the hyperplane through
the origin orthogonal to e1. If p is positive, then we write C+

p (Rn) for the space of
nonnegative, continuous, p-homogeneous functions from Rn to R.
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For the definition of Lp surface area measures we already used the notion of support
functions. The precise definition is as follows. Given a convex body K ∈ Kn, its support
function is defined as

h(K,x) = max{x · y : y ∈ K}, x ∈ Rn.

It follows from the inclusion-exclusion principle that a valuation µ : Pno →M(Sn−1)
is uniquely determined by its values on n-dimensional simplices having one vertex at
the origin and its value on {o} (see [33] for a short proof). If µ is in addition SL(n)
contravariant of degree p, then the uniqueness part of Riesz’s representation theorem
implies that – beside its behavior at the origin – µ is uniquely determined by its values
on the simplices sTn with s > 0. We summarize this in the following lemma.

Lemma 4. Let p ∈ R. A valuation µ : Pno →M(Sn−1) which is SL(n) contravariant
of degree p is uniquely determined by its values on positive multiples of the standard
simplex Tn and its value on {o}.

A measure µ ∈ M(Sn−1) is called continuous if singletons have µ-measure zero.
We call it discrete, if there exists a countable set N ⊂ Sn−1 such that µ(Sn−1\N) = 0.
The set of all discrete members of M(Sn−1) is denoted by Md(Sn−1). Note that for
µ, ν ∈Md(Sn−1) we have

(2) µ = ν ⇐⇒ µ(x) = ν(x) for all x ∈ Sn−1.

Here we used the convention µ(x) := µ({x}) for x ∈ Sn−1. For every µ ∈ M(Sn−1)
there exists a unique pair consisting of a continuous measure µc and a discrete measure
µd such that

(3) µ = µc + µd.

Let µ : Pno → M(Sn−1) be given. If µ is a valuation, so is µd. Indeed, since the
valuation property has to be checked only for points by (2), the assertion directly
follows from the decomposition (3). Note that if µ is SL(n) contravariant of degree p,
then by the uniqueness part of Riesz’s representation theorem and the transformation
behavior of image measures we have∫

Sn−1

fdµ(φP, ·) =

∫
Sn−1

f ◦ φ−tdµ(P, ·)

for all p-homogeneous extensions of bounded Borel measurable functions f : Sn−1 → R.
In particular, the last relation holds for indicator functions of points. This yields

(4) µ(φP, 〈x〉)|x|−p = µ(P, 〈φtx〉)|φtx|−p
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for all P ∈ Pno , x ∈ Rn\{o}, and all φ ∈ SL(n). Note that this together with (3) implies
the SL(n) contravariance of degree p of µd provided that µ is SL(n) contravariant of
degree p.

Surface area measures and their Lp analogs were already defined in the introduction.
It will be convenient for us to write

Sp(P, x) = Sp(P, 〈x〉)|x|−p for x ∈ Rn\{o}.

Similar conventions will apply to the measures S∗(P, ·) and So(P, ·) := S(P, ·)−S∗(P, ·).
The following lemma guarantees that surface area measures and their Lp analogs are
GL(n) contravariant valuations.

Lemma 5. The measures S, S∗, So and the Lp surface area measures Sp for p 6= 1 are
GL(n) contravariant valuations of degree p on Pno .

Proof. First, assume that p 6= 1. Given a p-homogeneous function f : Rn\{o} → R,
define for v ∈ Sn−1,

f∗(t, v) =

{
0 t ≤ 0,
t1−pf(v) t > 0.

It was shown in [33] that for such functions f∗ : R× Sn−1 → R the expression

Zf P =
∑

v∈N (P )

Vn−1(F (P, v))f∗(h(P, v), v)

is a real-valued valuation. Here, F (P, v) denotes the facet of P with outer unit normal
vector v. Let ω be a Borel set on Sn−1 and take f(x) = Iω(x/|x|)|x|p, where Iω denotes
the indicator function of ω. Then we have Sp(P, ω) = Zf P and we see that Sp is a
measure valued valuation. For φ ∈ GL(n) and v ∈ Sn−1 we clearly have

v ∈ N (P )⇐⇒ 〈φ−tv〉 ∈ N (φP )

as well as
Vn−1(F (φP, 〈φ−tv〉)) = ‖φ−tv‖ |detφ|Vn−1(F (P, v)).

The transformation behavior of the support function with respect to the general linear
group and the homogeneity of f∗ yield

f∗(h(φP, 〈φ−tv〉), 〈φ−tv〉) = f∗(h(P, φt〈φ−tv〉), 〈φ−tv〉)
= f∗(‖φ−tv‖−1h(P, v), ‖φ−tv‖−1φ−tv)

= ‖φ−tv‖−1f∗(h(P, v), φ−tv).

Therefore we obtain that

Vn−1(F (φP, 〈φ−tv〉))f∗(h(φP, 〈φ−tv〉), 〈φ−tv〉) = |detφ|Vn−1(F (P, v))f∗(h(P, v), φ−tv).
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This immediately implies the GL(n) contravariance of degree p of Sp. For p = 1, the
same proof yields the desired properties for S∗. By changing the definition of f∗ to

f∗(t, v) =

{
0 t < 0,
f(v) t ≥ 0

we obtain these properties for the surface area measure S. Therefore we also have them
for So = S − S∗.

For p > 0, the Lp cosine transform of a signed finite Borel measure µ on Sn−1 is
defined by

Cpµ(u) =

∫
Sn−1

|u · v|p dµ(v), u ∈ Sn−1.

We need the following injectivity result: For a finite signed Borel measure µ on Sn−1

(5) C1µ = 0 =⇒ µ(ω) = µ(−ω),

for each Borel set ω on Sn−1.
In the proof of our classification results for positive p we will make use of known

characterizations of function valued valuations. Therefore, we need a translation of
SL(n) contravariance to such valuations. For positive p, a function Z : Pno → C+

p (Rn)
is called SL(n) contravariant if Z(φP )(x) = ZP (φ−1x) for all P ∈ Pno , each φ ∈ SL(n),
and all x ∈ Rn. The next two results were established in [13] and [33], respectively.

Theorem 6. If Z : Pno → 〈C+
1 (Rn),+〉 is an even SL(n) contravariant valuation, then

there exist constants c1, c2 ∈ R such that

ZP = C1 (c1S(P, ·) + c2S
∗(P, ·))

for every P ∈ Pno .

Theorem 7. Let p ∈ R+\{1}. If Z : Pno → 〈C+
p (Rn),+〉 is an even SL(n) contravariant

valuation, then there exists a constant c ∈ R such that

ZP = Cp (cSp(P, ·))

for every P ∈ Pno .

As announced in the introduction, we briefly describe where the notion of G con-
travariance comes from. The basis of the Lp Brunn-Minkowski theory is the following
addition for convex bodies. Let p ≥ 1 and suppose that P,Q ⊂ Pno contain the origin
in their interiors. For ε > 0 there exists a unique convex body P +p ε ·Q such that

h(P +p ε ·Q, ·)p = h(P, ·)p + εh(Q, ·)p.
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Using this addition, Lutwak [26] extended the classical case p = 1 in order to prove
that for the volume V and all p ≥ 1,

lim
ε→0+

V (P +p ε ·Q)− V (P )

ε
=

1

p

∫
Sn−1

h(Q, u)p dSp(P, u).

This limit is called the Lp mixed volume of P and Q and is an important notion of the
Lp Brunn-Minkowski theory. The Lp mixed volume is denoted by Vp(P,Q). Clearly we
have

Vp(φP,Q) = |detφ|Vp(P, φ−1Q)

for all φ ∈ GL(n). The above integral representation and the fact that h(φ−1Q, u) =
h(Q,φ−tu) imply that∫

Sn−1

h(Q, u)p dSp(φP, u) = |detφ|
∫
Sn−1

h(Q,φ−tu)p dSp(P, u).

Note that pth powers of support functions are homogeneous of degree p. Moreover,
Kiderlen [19] showed that differences of pth powers of support functions are dense in
the space of continuous functions on Sn−1. So the last equation immediately implies
that Lp surface area measures are GL(n) contravariant of degree p.

3 Functional equations

Let λ ∈ (0, 1) and p ∈ R. We define two families of linear maps on Rn by

φλe1 = e1, φλe2 = (1− λ)e1 + λe2, φλek = ek for 3 ≤ k ≤ n,

and
ψλe1 = (1− λ)e1 + λe2, ψλe2 = e2, ψλek = ek for 3 ≤ k ≤ n.

The following functional equation for f : R+ × Rn\{o} → R will play a key role:

(6) f(s, x) = λ
p
n f
(
sλ

1
n , φtλx

)
+ (1− λ)

p
n f
(
s(1− λ)

1
n , ψtλx

)
.

The next result proves that a function which satisfies (6) at certain points is homoge-
neous in its first argument.

Lemma 8. Let p ∈ R and suppose that a function f : R+× Rn\{o} → R satisfies (6).
If x ∈ Rn\{o} is a fixed point of φtλ and ψtλ and f(·, x) is bounded from below on some
open interval then

f(s, x) = sn−pf(1, x)

for every s > 0.
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Proof. From (6) we see that

(7) f(s
1
n , x) = λ

p
n f(s

1
nλ

1
n , x) + (1− λ)

p
n f(s

1
n (1− λ)

1
n , x)

for every s > 0 and λ ∈ (0, 1). Define a function g : R+→ R by

g(s) = f(s
1
n , x).

Then, for every s > 0 and λ ∈ (0, 1), equation (7) reads as

(8) g(s) = λ
p
n g(sλ) + (1− λ)

p
n g(s(1− λ)).

Let a and b be arbitrary positive real numbers. Set

s = a+ b and λ = a(a+ b)−1.

If we insert these particular values of s and λ in (8), then we have for all a, b > 0,

(a+ b)
p
n g(a+ b) = a

p
n g(a) + b

p
n g(b).

Thus the function t 7→ tp/ng(t) solves Cauchy’s functional equation on R+ and, by
assumption, it is bounded from below on some open interval. It is well known (see
e.g. [1, Corollary 9]) that this implies that t

p
n g(t) = tg(1) and hence

g(t) = t1−
p
n g(1).

Finally, the definition of g immediately yields

f(s, x) = g(sn) = sn−pg(1) = sn−pf(1, x).

Next, we are going to show that special solutions of (6) are determined by their
values on a small set.

Lemma 9. Let p ∈ R and suppose that f : R+× Rn\{o} → R has the following
properties:

(i) f satisfies (6).

(ii) f is positively homogeneous of degree −p in the second argument.

(iii) For every s ∈ R+ the function f(s, ·) has countable support if restricted to Sn−1.

(iv) For every x ∈ Rn\{o} the function f(·, x) is bounded from below on some open
interval.
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(v) For each π ∈ SL(n) which is induced by a permutation matrix and all (s, x) ∈
R+× Rn\{o}

(9) f(s, πx) = f(s, x).

If
f(s, x) = 0 for every (s, x) ∈ R+× {±e1},

then
f(s, x) = 0 for every (s, x) ∈ R+× Rn\ lin{e1 + · · ·+ en}.

Proof. Note that (6) gives for all (s, x) ∈ R+ × Rn\{o} and each λ ∈ (0, 1),

f(s, ψ−tλ x) = λ
p
n f(sλ

1
n , φtλψ

−t
λ x) + (1− λ)

p
n f(s(1− λ)

1
n , x),(10)

f(s, φ−tλ x) = λ
p
n f(sλ

1
n , x) + (1− λ)

p
n f(s(1− λ)

1
n , ψtλφ

−t
λ x).(11)

For 1 ≤ j ≤ n − 1 we use induction on the number j of non-vanishing coordinates to
prove that f(s, x) = 0 for all s > 0 and every x with j non-vanishing coordinates. Let
j = 1. Since we can always find a permutation matrix π ∈ SL(n) with ei = πe1, we
have

f(s,±ei) = f(s,±πe1) = f(s,±e1) = 0.

Since f is positively homogeneous in the second argument we infer that f(s, x) = 0
for every x with one non-vanishing coordinate. Let 1 ≤ j < n − 1 and suppose that
f(s, x) = 0 for every s > 0 and every x 6= o with at most j non-vanishing coordinates.
By (9) it is enough to prove f(s, x) = 0 for x = x1e1+· · ·+xj+1ej+1 with x1, . . . , xj+1 6=
0. Suppose that 0 < x1 < x2 or x2 < x1 < 0 and set λ = x1/x2. Then

ψ−tλ x = x2e2 + x3e3 + · · ·+ xj+1ej+1,

φtλψ
−t
λ x = x1e2 + x3e3 + · · ·+ xj+1ej+1.

Relation (10) and the induction hypothesis show f(s(1− λ)
1
n , x) = 0 for every s ∈ R+,

and hence f(s, x) = 0 for every s ∈ R+.
If 0 < x2 < x1 or x1 < x2 < 0, then set λ = (x1 − x2)/x1. Thus

φ−tλ x = x1e1 + x3e3 + · · ·+ xj+1ej+1,

ψtλφ
−t
λ x = x2e1 + x3e3 + · · ·+ xj+1ej+1.

Relation (11) and the induction hypothesis show f(sλ
1
n , x) = 0 for every s ∈ R+, and

hence f(s, x) = 0 for every s ∈ R+.
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If sgn(x1) 6= sgn(x2), set λ = x1/(x1 − x2). Then

φtλx = x1e1 + x3e3 + · · ·+ xj+1ej+1,

ψtλx = x2e2 + x3e3 + · · ·+ xj+1ej+1.

It follows directly from (6) that f(s, x) = 0 for every s ∈ R+. In conclusion, we proved
that for x = x1e1+· · ·+xj+1ej+1 with x1, . . . , xj+1 6= 0 and x1 6= x2 we have f(s, x) = 0
for every s ∈ R+. This and (9) actually show that f(s, x) = 0 for every s ∈ R+ and
each x = x1e1 + · · ·+ xj+1ej+1 where at least two coordinates are different. It remains
to prove that f(s, x) = 0 for every s ∈ R+ and x = x1e1 + · · · + x1ej+1 with x1 6= 0.
By the homogeneity of f in its second argument it suffices to prove that f(s, x) = 0
for every s ∈ R+ and x = e1 + · · · + ej+1 or x = −e1 − · · · − ej+1. We consider only
the case x = e1 + · · ·+ ej+1; the other one is treated similarly. Let 0 < λ < 1 and set
y = λe1 + e2 + · · ·+ ej+2. Note that

ψ−tλ y = e2 + e3 + · · ·+ ej+2,

φtλψ
−t
λ y = λe2 + e3 + · · ·+ ej+2.

By what we have already shown, relation (9), and (10) we arrive at

f(s, ψ−tλ y) = (1− λ)
p
n f(s(1− λ)

1
n , y).

From (9) and Lemma 8 we infer that f(·, ψ−tλ y) is positively homogeneous of degree
n− p, and hence

(1− λ)−1f(1, ψ−tλ y) = f(1, y)

for all 0 < λ < 1. If f(1, ψ−tλ y) = f(1, e2 + e3 + · · · + ej+2) were nonzero, then
f(1, y) = f(1, λe1 + e2 + · · · + ej+2) would therefore be nonzero for all 0 < λ < 1.
But since f is positively homogeneous in the second argument, this would contradict
the assumption that f(1, ·) has countable support on Sn−1. By homogeneity, for each
s ∈ R+, we have f(s, ψ−tλ y) = 0 and hence (9) gives f(s, e1 + · · · + ej+1) = 0. This
concludes the induction.

We showed that f(s, x) = 0 for s ∈ R+ and points x with at most n − 1 non-
vanishing coordinates. As in the first part of the induction we see that also f(s, x) = 0
for s ∈ R+ and points x with n non-vanishing coordinates provided that at least two
of them are different.

4 The case p = 1

Lemma 10. Suppose that µ : Pno → Md(Sn−1) is SL(n) contravariant of degree 1.
Then there exists a constant a ∈ R+ such that

µ(sT ′, ·) = asn−1(δe1 + δ−e1)
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for every s ∈ R+ and µ({o}, ·) = 0, where T ′ denotes the (n− 1)-dimensional standard
simplex in e⊥1 .

Proof. First, we show that µ(P, ·) is supported at ±ek provided that P ⊂ e⊥k . So let
P ⊂ e⊥k and set f(P, x) = µ(P, 〈x〉)|x|−1 for x ∈ Rn\{o}. Suppose that x ∈ Rn is given
with xj 6= 0 for some j 6= k. For t ∈ R define φ ∈ SL(n) by

φek = ek + tej , φei = ei, i ∈ {1, . . . , n}\{k}.

Since φP = P we get from (4) that

f(P, x) = f(φP, x) = f(P, φtx) = f(P, (x1, . . . , xk−1, xk + txj , xk+1, . . . , xn)).

If f(P, x) 6= 0, then

f(P, (x1, . . . , xk−1, xk + txj , xk+1, . . . , xn)) 6= 0

for all t ∈ R. Since these correspond to uncountably many points on Sn−1 and f(P, ·)
restricted to Sn−1 has countable support, f(P, x) has to be zero. Consequently, f(P, ·)
is supported only at ±ek.

In particular, the measure µ({o}, ·) has to be supported at ±e1 as well as ±e2.
Therefore, it has to be zero. It remains to prove the formula for µ(sT ′, ·). We already
know that f(sT ′, ·) is supported only at ±e1. Thus

f(sT ′, x) = a1(s)δe1(〈x〉)|x|−1 + a2(s)δ−e1(〈x〉)|x|−1.

Define ψ ∈ SL(n) by

ψe1 = −e1, ψe2 = e3, ψe3 = e2, ψei = ei, 4 ≤ i ≤ n.

Then by (4) and the relation sT ′ = ψ(sT ′) we have f(sT ′, e1) = f(sT ′,−e1) and
therefore a1(s) = a2(s). Finally, define τ ∈ SL(n) by

τe1 = s1−ne1, τei = sei, 2 ≤ i ≤ n.

Then sT ′ = τT ′ and relation (4) again show that

f(sT ′, e1) = sn−1f(T ′, e1),

which proves a1(s) = sn−1a(1). Now set a = a(1).

Now, we are in a position to prove Theorem 1. For the reader’s convenience we will
repeat its statement.
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Theorem 11. A map µ : Pno →M(Sn−1) is an SL(n) contravariant valuation of degree
1 if and only if there exist constants c1, c2, c3, c4 ∈ R with c1, c2 ≥ 0 and c1 + c3 ≥ 0,
c2 + c4 ≥ 0 such that

(12) µ(P, ·) = c1S(P, ·) + c2S(−P, ·) + c3S
∗(P, ·) + c4S

∗(−P, ·)

for every P ∈ Pno .

Proof. Set f(P, x) = µd(P, 〈x〉)|x|−1, x ∈ Rn\{o}, and define constants

d1 = (n− 1)!(f(T ′, e1)− f(Tn, e1)), d2 = (n− 1)!f(Tn, e1).

By Lemma 10 we have

f(sT ′, x) = f(T ′, e1)s
n−1 (δe1(〈x〉) + δ−e1(〈x〉)) |x|−1.

Hence, the function

g(P, x) = f(P, x)− d1So(P, x)− d2So(−P, x)

is a valuation which vanishes on sT ′. For λ ∈ (0, 1) let Hλ be the hyperplane through
o with normal vector λe1 − (1− λ)e2. Note that

(sTn) ∩ H+
λ = sφλT

n, (sTn) ∩ H−λ = sψλT
n and (sTn) ∩ Hλ = sφλT

′.

So the valuation property of g implies that for all (s, x) ∈ R+ × Rn\{o},

g(sTn, x) + g(sφλT
′, x) = g(sφλT

n, x) + g(sψλT
n, x).

By (4) we have g(sφλT
′, x) = λ1/ng(sλ1/nT ′, φtλx), g(sφλT

n, x) = λ1/ng(sλ1/nTn, φtλx),
and g(sψλT

n, x) = (1− λ)1/ng(s(1− λ)1/nTn, ψtλx). This and the fact that g vanishes
on multiples of T ′ proves

(13) g(sTn, x) = λ
1
n g(sλ

1
nTn, φtλx) + (1− λ)

1
n g(s(1− λ)

1
nTn, ψtλx).

Consequently, the map (s, x) 7→ g(sTn, x) satisfies (6). By Lemma 8 we know that
g(sTn, e3) = sn−1g(Tn, e3) for all positive s. But g(sTn, e1) = g(sTn, e3) and g(Tn, e1) =
0 by definition. Thus g(sTn, e1) = 0 for all s ∈ R+.

For x = x1e1 + x2e2 with x1 > 0 and x2 < 0 set λ = x1
x1−x2 . Evaluating (13) for

this x and λ, Lemma 8 together with the homogeneity of g of degree −1 in the second
argument, the equality g(sTn, e1) = 0 and the definition of λ show that

g(sTn, x) = λ
1
n g(sλ

1
nTn, x1e1) + (1− λ)

1
n g(s(1− λ)

1
nTn, x2e2)

=
λ

x1
g(sTn, e1) +

1− λ
−x2

g(sTn,−e2)

=
1

x1 − x2
g(sTn,−e2).
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Since g(sTn,−e2) = g(sTn,−e1) and g(sTn, ·) has at most countable support if re-
stricted to Sn−1, we obtain from the last lines that also g(sTn,−e1) = 0. From Lemma
9 we further deduce that g(sTn, ·) is supported only at ±〈e1+· · ·+en〉. Define constants

d3 =
g(Tn, 〈e1 + · · ·+ en〉)
S∗(Tn, 〈e1 + · · ·+ en〉)

, d4 =
g(Tn,−〈e1 + · · ·+ en〉)

S∗(−Tn,−〈e1 + · · ·+ en〉)
.

Thus, by Lemma 8, we have g(sTn, x) = d3S
∗(sTn, x) + d4S

∗(−sTn, x) and conse-
quently

µd(sTn, x) = d1S(sTn, x)+d2S(−sTn, x)+(d3−d1)S∗(sTn, x)+(d4−d2)S∗(−sTn, x).

By Lemma 4 this proves (12) for the discrete part µd.
Note that P 7→ C1µ(P, ·) is a function from Pno to C+

1 (Rn) which is an even
SL(n) contravariant valuation. The linearity of the cosine transform gives C1µ(P, ·) =
C1µ

c(P, ·) + C1µ
d(P, ·). From Theorem 6 we know that

C1µ(P, ·) = C1 (d5S(P, ·) + d6S
∗(P, ·)) .

By the discrete case we just established we know that

C1µ
d(P, ·) = C1 (d7S(P, ·) + d8S

∗(P, ·)) ,

and hence also
C1µ

c(P, ·) = C1 (d9S(P, ·) + d10S
∗(P, ·)) .

In particular, we have C1µ
c(sT ′, ·) = d9C1S(sT ′, ·). By the injectivity property (5)

we know that µc(sT ′, e1) + µc(sT ′,−e1) = 2sn−1d9/(n − 1)!. But since µc(sT ′, ·) is
continuous we have d9 = 0. Thus

C1µ
c(sTn, ·)(ei − ej) = d10C1S

∗(sTn, ·)(ei − ej) = 0

for 1 ≤ i 6= j ≤ n. So µc(sTn, ·) has to be concentrated on each hyperplane {xi = xj},
and consequently it is concentrated at the two points ±〈e1 + · · ·+ en〉. The continuity
of µc(sTn, ·) therefore implies µc(sTn, ·) = 0. So by the discrete case we have

µ(sTn, ·) = µd(sTn, ·) = c1S(sTn, ·) + c2S(−sTn, ·) + c3S
∗(sTn, ·) + c4S

∗(−sTn, ·).

for some constants c1, . . . , c4 ∈ R.
Next, we want to prove that µ({o}, ·) = 0. For s > 0 define φ ∈ SL(n) by

φe1 = s−1e1, φe2 = se2, φek = ek, 3 ≤ k ≤ n.

14



Since φ{o} = {o} the SL(n) contravariance of µ implies

µ({o}, Sn−1) =

∫
Sn−1

|x| dµ(φ{o}, x)

=

∫
Sn−1

(s2x21 + s−2x22 + x23 + · · ·+ x2n)
1
2 dµ({o}, x).

Take the limit s→∞ in the above equation. Then Fatou’s lemma implies

µ({o}, Sn−1) ≥ ∞ · µ({o}, {x1 6= 0}).

Since µ({o}, ·) is finite, µ({o}, ·) is supported at {x1 = 0}. Similarly, one shows that
µ({o}, ·) is supported at {xj = 0} for j = 2, . . . , n. This immediately implies that
µ({o}, ·) = 0.

Lemma 4 and the fact that S(P, ·) = So(P, ·) + S∗(P, ·) therefore prove

µ(P, ·) = c1S(P, ·) + c2S(−P, ·) + c3S
∗(P, ·) + c4S

∗(−P, ·)
= c1S

o(P, ·) + c2S
o(−P, ·) + (c1 + c3)S

∗(P, ·) + (c2 + c4)S
∗(−P, ·)

for every P ∈ Pno . In particular

0 ≤ µ(Tn, e1) = c2/(n− 1)! and 0 ≤ µ(Tn,−e1) = c1/(n− 1)!,

as well as

0 ≤ µ(Tn, 〈e1 + · · ·+ en〉) =
√
n(c1 + c3)/(n− 1)!,

0 ≤ µ(Tn,−〈e1 + · · ·+ en〉) =
√
n(c2 + c4)/(n− 1)!,

which proves the asserted relations for the constants.

5 The case p 6= 1

We begin by studying SL(n) contravariant valuations on lower dimensional polytopes.

Lemma 12. Suppose that p 6= 1 and µ : Pno → M(Sn−1) is an SL(n) contravariant
valuation of degree p which vanishes on polytopes of dimension less than n − 1. Let
s ∈ R+. If µ(sT ′, ·) is supported only at the two points ±e1, then µ(sT ′, ·) = 0.

Proof. For λ ∈ (0, 1) let Hλ denote the hyperplane containing the origin with normal
vector λe2 − (1− λ)e3. The valuation property of µ yields

(14) µ(sT ′, ·) + µ(sT ′ ∩Hλ, ·) = µ(sT ′ ∩H+
λ , ·) + µ(sT ′ ∩H−λ , ·).

15



Define maps σ, τ ∈ SL(n) by

σe1 =
1

λ
e1, σe2 = e2, σe3 = (1− λ)e2 + λe3, σek = ek, 4 ≤ k ≤ n,

and

τe1 =
1

1− λ
e1, τe2 = (1− λ)e2 + λe3, τek = ek, 3 ≤ k ≤ n.

Since
sT ′ ∩H+

λ = σ(sT ′) and sT ′ ∩H−λ = τ(sT ′)

and since µ vanishes on sT ′ ∩Hλ, we have

µ(sT ′, ·) = µ(σ(sT ′), ·) + µ(τ(sT ′), ·).

Thus by (4) we obtain

µ(sT ′,±e1) = µ(σ(sT ′),±e1) + µ(τ(sT ′),±e1)
= µ(sT ′,±〈σte1〉)|σte1|−p + µ(sT ′,±〈τ te1〉)|τ te1|−p

= (λp + (1− λ)p)µ(sT ′,±e1).

Since p 6= 1, we get µ(sT ′,±e1) = 0.

5.1 The discrete case

The next result concerns simplicity for valuations with discrete images.

Lemma 13. Let p 6= 1 and suppose that µ : Pno →Md(Sn−1) is SL(n) contravariant
of degree p. Then µ(sT ′, ·) = 0 for every s ∈ R+ and µ({o}, ·) = 0.

Proof. By Lemma 12 it is enough to show that µ(P, ·) is supported at ±ek provided
that P ⊂ e⊥k . So let P ⊂ e⊥k and set f(P, x) = µ(P, 〈x〉)|x|−p for x ∈ Rn\{o}. Suppose
that x ∈ Rn is given with xj 6= 0 for some j 6= k. For t ∈ R define φ ∈ SL(n) by

φek = ek + tej , φei = ei, i ∈ {1, . . . , n}\{k}.

Since φP = P , we get from (4) that

f(P, x) = f(φP, x) = f(P, φtx) = f(P, (x1, . . . , xk−1, xk + txj , xk+1, . . . , xn)).

If f(P, x) 6= 0, then

f(P, (x1, . . . , xk−1, xk + txj , xk+1, . . . , xn)) 6= 0

for all t ∈ R. Since these correspond to uncountably many points on Sn−1 and f(P, ·)
restricted to Sn−1 has countable support, f(P, x) has to be zero. Consequently, f(P, ·)
is supported only at ±ek.

16



The main result of this section is the following classification of SL(n) contravariant
valuations of degree p with discrete images.

Theorem 14. Let p ∈ R\{1}. A map µ : Pno →Md(Sn−1) is an SL(n) contravariant
valuation of degree p if and only if there exist nonnegative constants c1, c2 ∈ R such
that

µ(P, ·) = c1Sp(P, ·) + c2Sp(−P, ·)

for every P ∈ Pno .

By Lemmas 4 and 13, this theorem will be an immediate consequence of the follow-
ing

Lemma 15. Let p 6= 1 and µ : Pno → M(Sn−1) be an SL(n) contravariant valuation
of degree p. If, for all s > 0, µ(sT ′, ·) = 0 and µ(sTn, ·) is discrete, then there exist
constants c1, c2 ≥ 0 such that for all s > 0

µ(sTn, ·) = c1Sp(sT
n, ·) + c2Sp(−sTn, ·).

Proof. For λ ∈ (0, 1) let Hλ be the hyperplane through o with normal vector λe1− (1−
λ)e2. Note that

(sTn) ∩ H+
λ = sφλT

n, (sTn) ∩ H−λ = sψλT
n, and (sTn) ∩ Hλ = sφλT

′.

Set f(P, x) = µ(P, 〈x〉)|x|−p. Then the valuation property of µ implies that for all
(s, x) ∈ R+ × Rn\{o},

f(sTn, x) + f(sφλT
′, x) = f(sφλT

n, x) + f(sψλT
n, x).

From (4) and the assumption that µ vanishes on multiples of T ′ we deduce that

f(sTn, x) = λ
p
n f(sλ

1
nTn, φtλx) + (1− λ)

p
n f(s(1− λ)

1
nTn, ψtλx).

Consequently, the map (s, x) 7→ f(sTn, x) satisfies (6). Evaluating this equality at the
first canonical basis vector e1 proves

(15) f(s, e1) = λ
p
n f(sλ

1
n , e1 + (1− λ)e2) + (1− λ)

p
n f(s(1− λ)

1
n , (1− λ)e1).

But e3 is a fixpoint of φtλ and ψtλ and f(s, e3) = f(s, e1) for all positive s, hence by
Lemma 8 we get

f(s, e1) = sn−pf(1, e1) for all s > 0.

Thus we obtain from (15) that

(1− (1− λ)1−p)f(s, e1) = λ
p
n f(sλ

1
n , e1 + (1− λ)e2).
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This shows in particular that

f(sλ
1
n , e1 + (1− λ)e2) = sn−pf(λ

1
n , e1 + (1− λ)e2)

for all s > 0 and each λ ∈ (0, 1). Consequently

f(sλ
1
n , e1 + (1− λ)e2) = sn−pλ1−

p
n f(1, e1 + (1− λ)e2)

and hence
(1− (1− λ)1−p)λ−1f(s, e1) = f(s, e1 + (1− λ)e2).

Since p 6= 1 and for fixed s the function f(s, ·) has countable support if restricted to
Sn−1, we see that f(s, e1) = 0 for all s > 0. Similarly, by looking at −e1 instead of e1
in the above argument, we infer f(s,−e1) = 0 for all s > 0. From Lemma 9 we deduce
that f(s, ·) is supported only at ±〈e1 + · · ·+ en〉. Define constants

c1 =
f(1, 〈e1 + · · ·+ en〉)
Sp(Tn, 〈e1 + · · ·+ en〉)

and c2 =
f(1,−〈e1 + · · ·+ en〉)

Sp(−Tn,−〈e1 + · · ·+ en〉)
.

Since ±〈e1 + · · ·+ en〉 are fixpoints of φtλ and ψtλ, we therefore have by Lemma 8 that

f(s, x) = c1Sp(sT
n, x) + c2Sp(−sTn, x)

for all s > 0 and all x ∈ Sn−1. Now, relation (2) concludes the proof.

5.2 The case p > 0

Lemma 16. Let p ∈ R+\{1}. If µ : Pno → M(Sn−1) is an SL(n) contravariant
valuation of degree p, then µ(sT ′, ·) = 0 for every s > 0 and µ({o}, ·) = 0.

Proof. By Lemma 12 it is enough to show that µ(P, ·) is supported at ±ek provided
that P ⊂ e⊥k . So let P ⊂ e⊥k . For t ∈ R and j 6= k define φ ∈ SL(n) by

φek = ek + tej , φei = ei, i ∈ {1, . . . , n}\{k}.

Note that φP = P . Therefore the SL(n) contravariance of µ implies

µ(P, Sn−1) = µ(φP, Sn−1) =

∫
Sn−1

|x|p dµ(φP, x)

=

∫
Sn−1

(
x21 + · · ·+ x2k−1 + (xk − txj)2 + x2k+1 + · · ·+ x2n

) p
2 dµ(P, x)

If µ(P, {xj 6= 0}) 6= 0, then Fatou’s lemma shows that the last integral goes to infinity as
t tends to infinity. But this would contradict the finiteness of µ(P, ·). Thus µ(P, {xj 6=
0}) = 0, which immediately implies that µ(P, ·) is supported only at ±ek.
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Now, we establish the characterization of Lp surface area measures for positive p
which was already announced in the introduction. We emphasize again that for positive
p no homogeneity assumptions are needed. It suffices to assume SL(n) contravariance
instead of GL(n) contravariance.

Theorem 17. Let p ∈ R+\{1}. A map µ : Pno →M(Sn−1) is an SL(n) contravariant
valuation of degree p if and only if there exist nonnegative constants c1, c2 ∈ R such
that

µ(P, ·) = c1Sp(P, ·) + c2Sp(−P, ·)

for every P ∈ Pno .

Proof. Note that Cpµ(P, ·) : Pno → C+
p (Rn) is an even SL(n) contravariant valuation.

Thus, by Theorem 7, we have

Cpµ(sTn, ·)(ei − ej) = cCpSp(sT
n, ·)(ei − ej) = 0.

for 1 ≤ i 6= j ≤ n. So µ(sTn, ·) has to be concentrated on each hyperplane {xi = xj},
and consequently it is concentrated at the two points ±〈e1 + · · ·+ en〉. By Lemmas 15
and 16 there exist nonnegative constants c1 and c2 such that

µ(sTn, x) = c1Sp(sT
n, x) + c2Sp(−sTn, x)

for all s > 0 and x ∈ Sn−1. Thus, Lemma 4 concludes the proof.

5.3 The case p ≤ 0

Next, we prove the GL(n) contravariant case for non-positive p. We start with the
simplicity in this case.

Lemma 18. Let p ≤ 0 and µ : Pno → M(Sn−1) be a GL(n) contravariant map of
degree p. Then µ is simple, i.e. it vanishes on polytopes of dimension less than n.

Proof. Without loss of generality we assume that P ⊂ e⊥1 . For s > 0 define φ ∈ GL(n)
by

φe1 = se1, φek = ek, 2 ≤ k ≤ n.

Since φP = P , the GL(n) contravariance of µ yields

µ(P, Sn−1) = µ(φP, Sn−1) =

∫
Sn−1

|x|p dµ(φP, x)

= s

∫
Sn−1

(
x21
s2

+ x22 + · · ·+ x2n

) p
2

µ(P, x).
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Note that the integrand of the last integral is equal to
(
1 + x21(1/s

2 − 1)
)p/2

. Clearly,

this function is greater than or equal to (1 + 1/s2)p/2 and hence

µ(P, Sn−1) ≥ µ(P, Sn−1)s

(
1 +

1

s2

) p
2

.

Now take the limit s→∞ and use the fact that µ(P, ·) is a finite measure in order to
arrive at µ(P, Sn−1) = 0. Hence µ(P, ·) = 0.

We are now in a position to prove Theorem 3 for non-positive p.

Lemma 19. Let p ≤ 0. A map µ : Pno →M(Sn−1) is a GL(n) contravariant valuation
of degree p if and only if there exist nonnegative constants c1, c2 ∈ R such that

µ(P, ·) = c1Sp(P, ·) + c2Sp(−P, ·)

for every P ∈ Pno .

Proof. For λ ∈ (0, 1) let Hλ be the hyperplane through o with normal vector λe1− (1−
λ)e2. Recall that

Tn ∩ H+
λ = φλT

n, Tn ∩ H−λ = ψλT
n and Tn ∩ Hλ = φλT

′.

The valuation property, the simplicity derived in Lemma 18, and the GL(n) contravari-
ance of µ yield∫

Sn−1

f dµ(Tn, ·) = λ

∫
Sn−1

f ◦ φ−tλ dµ(Tn, ·) + (1− λ)

∫
Sn−1

f ◦ ψ−tλ dµ(Tn, ·).

Thus, for every continuous p-homogeneous f : Rn\{o} → R, we have

(16) 0 =

∫
Sn−1

f ◦ φ−tλ dµ(Tn, ·) +

∫
Sn−1

(1− λ)(f ◦ ψ−tλ )− f
λ

dµ(Tn, ·).

First, assume p < 0. Define fp(x) =
(
(x1 − x2)2 + x22 + · · ·+ x2n

)p/2
for x ∈ Rn\{o}.

Note that fp is strictly positive and p-homogeneous. Set

gp(λ, x) = fp ◦ ψ−tλ =

((
x1 − x2
1− λ

)2

+ x22 + · · ·+ x2n

) p
2

.

An elementary calculation shows that

(17)
∂

∂λ
(1− λ)gp(λ, x) = −gp(λ, x) + p gp(λ, x)

1− 2
p

(x1 − x2)2

(1− λ)2
,
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and hence

lim
λ→0+

(1− λ)(fp ◦ ψ−tλ )− fp
λ

=
∂

∂λ
(1− λ)gp(λ, x)

∣∣∣∣
λ=0

(18)

= −fp(x) + pfp(x)
1− 2

p (x1 − x2)2.

Clearly we have

lim
λ→0+

(fp ◦ φ−tλ )(x) = lim
λ→0+

((
x1 − x2

λ

)2

+

(
x2 − x1

λ
+ x1

)2

+ x23 + · · ·+ x2n

) p
2

= I{x1=x2}(x)fp(x).

If we take the limit λ→ 0+ in (16) and are allowed to interchange limit and integrals,
then

0 =

∫
Sn−1

fp(x)
(
I{x1=x2}(x)− 1 + pfp(x)

− 2
p (x1 − x2)2

)
dµ(Tn, x).

Since the last integrand is less than or equal to zero and equal to zero precisely for
points x with x1 = x2, we deduce that µ(Tn, ·) is concentrated on {x1 = x2}. Since by
the GL(n) contravariance µ(Tn, ·) is invariant with respect to coordinate changes we
get that µ(Tn, ·) is concentrated at the points ±〈e1 + · · ·+ en〉. In particular, µ(Tn, ·)
is discrete.

We still have to prove that we are actually allowed to interchange limit and integrals
in the above argument. Since gp(λ, x) is obviously bounded on (0, 1/2]×Sn−1, equations
(17) and (18), the mean value theorem, and the dominated convergence theorem show
that we can interchange limit and integration in the second integral. In order to apply
the dominated convergence theorem for the first integral it is enough to prove that the
function fp ◦ φ−tλ is bounded from above on (0, 1)× Sn−1. Recall that

fp ◦ φ−tλ (x) =

((
x1 − x2

λ

)2

+

(
x1 +

x2 − x1
λ

)2

+ x23 + · · ·+ x2n

) p
2

.

Define a set

U = {x ∈ Sn−1 : (x1 − x2)2 ≥ 1/25 or x23 + · · ·+ x2n ≥ 1/25}.

By the negativity of p, the function fp ◦ φ−tλ is obviously bounded on (0, 1) × U . So
suppose that x ∈ Sn−1\U , i.e. (x1 − x2)2 < 1/25 and x23 + · · · + x2n < 1/25. From
these two inequalities and the fact that (x1 − x2)2 + 2x1x2 + x23 + · · ·+ x2n = 1 we get
2x1x2 > 1− 2/25 = 23/25. Since |x2| ≤ 1 we further obtain

(19) |x1| >
23

50
.
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Assume that there exists a λ ∈ (0, 1) such that(
x1 − x2

λ

)2

+

(
x1 +

x2 − x1
λ

)2

+ x23 + · · ·+ x2n <
1

25
.

Then we obviously must have

(20)

(
x1 − x2

λ

)2

<
1

25

as well as

(21)

(
x1 +

x2 − x1
λ

)2

<
1

25
.

But by the reverse triangle inequality, (19), and (20) we obtain∣∣∣∣x1 +
x2 − x1

λ

∣∣∣∣ ≥ |x1| − ∣∣∣∣x2 − x1λ

∣∣∣∣ > 1

5
,

which contradicts (21). Consequently, fp ◦ φ−tλ is bounded also on (0, 1) × Sn−1\U ,
which immediately gives the desired result.

For the case p = 0 set h(x) = |x3|f−1(x), x ∈ Rn\{o}. Note that h is a nonnegative
continuous 0-homogeneous function. Thus

0 =

∫
Sn−1

h ◦ φ−tλ dµ(Tn, ·) +

∫
Sn−1

(1− λ)(h ◦ ψ−tλ )− h
λ

dµ(Tn, ·)

=

∫
Sn−1

|x3|(f−1 ◦ φ−tλ ) dµ(Tn, ·) +

∫
Sn−1

|x3|
(1− λ)(f−1 ◦ ψ−tλ )− f−1

λ
dµ(Tn, ·)

As before, we can take the limit λ → 0+ in this equation and interchange limit and
integration in order to arrive at

0 =

∫
Sn−1

|x3|f−1(x)
(
I{x1=x2}(x)− 1− f−1(x)2(x1 − x2)2

)
dµ(Tn, ·).

Thus µ(Tn, ·) has to be concentrated on {x3 = 0} ∪ {x1 = x2}. Since µ(Tn, ·) is
invariant under coordinate changes, µ(Tn, ·) has to be supported at⋂{

{xi = 0} ∪ {xj = xk} : 1 ≤ i, j, k ≤ n with distinct i, j, k
}
.

Suppose that x ∈ Sn−1 is a point in this intersection. Then either all coordinates of x
are equal, or at least two are different, say x1 and x2. But then all other coordinates
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have to be zero. At least one of x1 and x2 has to be nonzero, say x1. Since x ∈ {x1 =
0} ∪ {x2 = x3}, we have x2 = 0 and thus x1 = ±1. This implies that µ(Tn, ·) is
concentrated at the points ±ei and ±〈e1 + · · · + en〉. So also in this case µ(Tn, ·) is
discrete.

By Lemmas 15 and 18 we infer that there exist constants c1, c2 ≥ 0 such that for
all s > 0

µ(sTn, ·) = c1Sp(sT
n, ·) + c2Sp(−sTn, ·).

By the simplicity of µ we also have µ({o}, ·) = 0. Lemma 4 therefore concludes the
proof.
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[42] C. Schütt and E. Werner. Surface bodies and p-affine surface area. Adv. Math.
187 (2004), 98–145.

[43] A. Stancu. On the number of solutions to the discrete two-dimensional L0-
Minkowski problem. Adv. Math. 180 (2003), 290–323.

[44] E. Werner and D. Ye. Inequalities for mixed p-affine surface area. Math. Ann. 347
(2010), 703–737.

[45] V. Yaskin and M. Yaskina. Centroid bodies and comparison of volumes. Indiana
Univ. Math. J. 55 (2006), 1175–1194.

Christoph Haberl, Lukas Parapatits
University of Salzburg
Hellbrunnerstraße 34, 5020 Salzburg, Austria
christoph.haberl@sbg.ac.at, lukas.parapatits@sbg.ac.at

26


