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#### Abstract

A variable-to-fixed length encoder partitions the source string into variable-length phrases that belong to a given and fixed dictionary. Tunstall, and independently Khodak, designed variable-to-fixed length codes for memoryless sources that are optimal under certain constraints. In this paper, we study the Tunstall and Khodak codes using analytic information theory, i.e., the machinery from the analysis of algorithms literature. After proposing an algebraic characterization of the Tunstall and Khodak codes, we present new results on the variance and a central limit theorem for dictionary phrase lengths. This analysis also provides a new argument for obtaining asymptotic results about the mean dictionary phrase length and average redundancy rates.
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## 1 Introduction

A variable-to-fixed length encoder partitions the source string over an $m$-ary alphabet $\mathcal{A}$ into a concatenation of variable-length phrases. Each phrase except the last one is constrained to belong to a given dictionary $\mathcal{D}$ of source strings; the last phrase is a non-null prefix of a dictionary entry. One common constraint on a dictionary is that it leads to a unique parsing of any string over $\mathcal{A}$ (see [27] for examples of dictionaries without this constraint). For the rest of the paper we will assume that all dictionaries are uniquely parsable. It is convenient to represent a uniquely parsable dictionary by a complete parsing tree $\mathcal{T}$, i.e., a tree in which every internal node has all $m$ children nodes in the tree. The dictionary entries $d \in \mathcal{D}$ correspond to the leaves of the associated parsing tree. The encoder represents each parsed string by the fixed length binary code word corresponding to its dictionary entry. If the dictionary $\mathcal{D}$ has $M$ entries, then the code word for each phrase has $\left\lceil\log _{2} M\right\rceil$ bits. The best known variable-to-fixed length code is now generally attributed to Tunstall [40]; however, it was independently discovered by Khodak [15], Verhoeff [42], and possibly others. In this paper, we offer a new perspective and asymptotic analysis of the Tunstall and Khodak codes.

Tunstall's algorithm is simple to visualize through evolving parsing trees in which every edge corresponds to a letter from the source alphabet $\mathcal{A}$. Start with a tree with a root node and $m$ leaves which together correspond to all of the symbols in $\mathcal{A}$. At each iteration select the current leaf corresponding to a string of the highest probability and grow $m$ children out of it, one for each symbol in $\mathcal{A}$. After $J$ iterations, the parsing tree has $J$ non-root internal nodes and $M=(m-1) J+m$ leaves, which each corresponds to a distinct dictionary entry. The dictionary entries are prefix-free and can be easily enumerated.

Tunstall's algorithm has been studied extensively (cf. the survey article [1]). Simple bounds for its redundancy were obtained independently by Khodak [15] and by Jelinek and Schneider [14]. Tjalkens and Willems [37] were the first to look at extensions of this code to sources with memory. Savari and Gallager [24] proposed a generalization of Tunstall's algorithm for Markov sources and used renewal theory for an asymptotic analysis of average code word length and redundancy for memoryless and Markov sources. Savari [25] later published a non-asymptotic analysis of the Tunstall code for binary, memoryless sources with small entropies. Universal variable-to-fixed length codes were analyzed in [39, 21, 20, $19,38,43]$; however, we are unaware of analyses of the minimax redundancy for variable-to-fixed and variable-to-variable length codes, and these problems remain open. Finally Tjalkens has studied constructions of Tunstall codes in [34] and [36] and Kieffer focused on the problem of binary sources in [17]. The paper [3] discusses the use of Tunstall algorithm for the approximation of uniform distributions for random number generation and for related problems.

Our focus will be Khodak's [15] construction of the Tunstall code (see also [19]). Khodak independently discovered the Tunstall code using a rather different approach. Let $p_{i}$ be the probability of the $i$ th source symbol and let $p_{\min }=\min \left\{p_{1}, \ldots, p_{m}\right\}$. Khodak suggested choosing a real number $r \in\left(0, p_{\text {min }}\right)$ and growing a complete parsing tree until all leaves $d$ satisfy

$$
\begin{equation*}
p_{\min } r \leq P(d)<r, d \in \mathcal{D} . \tag{1}
\end{equation*}
$$

It can also be shown (see, e.g., [14, Lemma 6] and [24, Lemma 2]) that the resulting parsing tree is exactly the same as a tree constructed by Tunstall's algorithm (cf. Section 2 for detailed comments). The asymptotic relationship between $r$ and the resulting number of dictionary entries $M_{r}$ was studied in [24] and will be established here in a different way.

It follows from (1) that if $y$ is a proper prefix of one or more entries of $\mathcal{D}=\mathcal{D}_{r}$, i.e., $y$ corresponds to an internal node of $\mathcal{T}=\mathcal{T}_{r}$, then

$$
\begin{equation*}
P(y) \geq r . \tag{2}
\end{equation*}
$$

Therefore, it is easier to characterize the internal nodes of the parsing tree $\mathcal{T}_{r}$ rather than its leaves. We shall approach the analysis of $\mathcal{D}=\mathcal{D}_{r}$ by representing the moment generating function of the phrase length in terms of the transform of the path lengths to internal nodes in $\mathcal{T}_{r}$. We will show that the moment generating function of the dictionary phrase length in the parsing tree satisfies certain recurrences that could be analyzed through analytic algorithmic methods (cf. [33]) such as the Mellin transform and the Tauberian theorems. This analysis provides a precise asymptotic characterization of the behavior of the Tunstall and Khodak codes. In passing, we mention that this work directly extends recent analyses of fixed-tovariable codes (cf. [7, 11, 32, 33]) through tools of analytic algorithmics and is hence in the domain of analytic information theory.

Our goal is to establish the limiting distribution of the phrase length and to provide a precise asymptotic analysis of the average redundancy of the Tunstall and Khodak codes. While the average redundancy of the Tunstall code for memoryless and Markov sources has been studied previously by Savari [24, 25, 26], we provide here a new approach that allows us to precisely quantify oscillations involved in the redundancy for a certain class of sources. Our central limit theorem concerning the phrase length is new and has been derived in an analytic way that hopefully will serve as a template for the future analysis of variable-to-fixed length and variable-to-variable length codes.

The paper is organized as follows. In the next section we present our main results and their consequences. In particular, in Theorem 1 we translate the probability generating function of the phrase length (leaf of the associated parsing tree) into the probability generating function of internal nodes. The latter function is next represented by a recurrence that we handle through the Mellin transform and the Tauberian theorems leading to our main findings which are presented in Theorems 2 and 3. At this point we observe that the phrase length can be equivalently described as the length of a random walk on a lattice with a linear barrier. Indeed, observing that $P(y)=p_{1}^{k_{1}} \cdots p_{m}^{k_{m}}$ condition (2) becomes $a_{1} k_{1}+\cdots+a_{m} k_{m} \leq \log (1 / r)$ where $a_{i}=\log \left(1 / p_{i}\right)$. Thus, the phrase length $D$ is the exit time of a random walk on a lattice with steps $a_{1}, \ldots, a_{m}$ and the linear barrier $a_{1} k_{1}+\cdots+a_{m} k_{m}=\log (1 / r)$, as discussed in [8] (cf. also [12]). Finally, in the last section we prove Theorems 2 and 3 after introducing some technical results.

## 2 Main Results and Consequences

Assume a memoryless source over an $m$-ary alphabet $\mathcal{A}$ generates an output sequence. Let $p_{i}>0$ be the probability of the $i^{\text {th }}$ letter of alphabet $\mathcal{A}, i \in\{1, \ldots, m\}, p_{\min }=$
$\min \left\{p_{1}, \ldots, p_{m}\right\}$, and $p_{\max }=\max \left\{p_{1}, \ldots, p_{m}\right\}$. Given a dictionary $\mathcal{D}$ and corresponding complete parsing tree $\mathcal{T}$, the encoder partitions the source output sequence into a sequence of variable-length phrases. Let $d \in \mathcal{D}$ denote a dictionary entry, $P(d)$ be its probability, and $|d|$ be its length. Our focus will be on the random variable $D=|d|$, the phrase length of a dictionary string. One of our goals is to investigate the moment generating function of the phrase length $D=D_{r}$ in Khodak's construction of the Tunstall dictionary with parameter $r$. That is, we consider

$$
D(r, z):=\mathbf{E}\left[z^{D_{r}}\right]=\sum_{d \in \mathcal{D}_{r}} P(d) z^{|d|} .
$$

Towards this end, we next introduce a second transform describing the probabilities of strings which correspond to the internal nodes in the parsing tree $\mathcal{T}_{r}$. Let

$$
\begin{equation*}
S(r, z)=\sum_{y: P(y) \geq r} P(y) z^{|y|} \tag{3}
\end{equation*}
$$

We next find a relation between $D(r, z)$ and $S(r, z)$.

### 2.1 Connections Between Probabilities of Nodes and Leaves

Our first result concerns arbitrary complete parsing trees, i.e., not necessarily Tunstall trees, and relates the transform for the probabilities of internal nodes to a function of the leaf probabilities.
Theorem 1. Let $\tilde{\mathcal{D}}$ be a uniquely parsable dictionary (e.g., leaves in the corresponding parsing tree) and $\tilde{\mathcal{Y}}$ be the collection of strings which are proper prefixes of one or more dictionary entries (e.g., internal nodes). Then for all complex $z$

$$
\begin{equation*}
\sum_{d \in \tilde{\mathcal{D}}} P(d) z^{|d|}=1+(z-1) \sum_{y \in \tilde{\mathcal{Y}}} P(y) z^{|y|} . \tag{4}
\end{equation*}
$$

Proof. Instead of (4) we prove the equivalent statement

$$
\begin{equation*}
\sum_{d \in \tilde{\mathcal{D}}} P(d)\left(\frac{z^{|d|}-1}{z-1}\right)=\sum_{y \in \tilde{\mathcal{Y}}} P(y) z^{|y|} \tag{5}
\end{equation*}
$$

and we use induction on the number of internal nodes in the corresponding dictionary tree. For the basis step, (5) is clearly true when $\tilde{\mathcal{D}}=\mathcal{A}$ since the only element of $\tilde{\mathcal{Y}}$ is the null string, which has probability one and length zero.

For the inductive step, suppose that (5) is true for all dictionaries with parsing trees having $k$ internal nodes. Let $\tilde{\mathcal{D}}$ be a dictionary with a corresponding proper prefix set $\tilde{\mathcal{Y}}$ having $k+1$ elements. Choose $y_{0} \in \tilde{\mathcal{Y}}$ to have maximum length so that its single letter extensions correspond to the dictionary entries $d_{1}, d_{2}, \ldots, d_{m} \in \tilde{\mathcal{D}}$. Observe that $P\left(y_{0}\right)=P\left(d_{1}\right)+P\left(d_{2}\right)+$ $\cdots+P\left(d_{m}\right)$. We next define an auxiliary dictionary $\tilde{\mathcal{D}}^{\prime}$ with $\tilde{\mathcal{D}}^{\prime}=\tilde{\mathcal{D}} \cup\left\{y_{0}\right\} \backslash\left\{d_{1}, \ldots, d_{m}\right\}$. Then $\tilde{\mathcal{D}}^{\prime}$ has a corresponding proper prefix set $\tilde{\mathcal{Y}}^{\prime}=\tilde{\mathcal{Y}} \backslash\left\{y_{0}\right\}$ with $k$ elements.

Using the inductive hypothesis, we have

$$
\begin{aligned}
\sum_{y \in \tilde{\mathcal{V}}} P(y) z^{|y|} & =\left(\sum_{y \in \tilde{\mathcal{V}}^{\prime}} P(y) z^{|y|}\right)+P\left(y_{0}\right) z^{\left|y_{0}\right|} \\
& =\left(\sum_{d \in \tilde{\mathcal{D}}^{\prime}} P(d) \frac{z^{|d|}-1}{z-1}\right)+P\left(y_{0}\right) z^{\left|y_{0}\right|} \\
& =\left(\sum_{d \in \tilde{\mathcal{D}}^{\prime} \backslash\left\{y_{0}\right\}} P(d) \frac{z^{|d|}-1}{z-1}\right)+P\left(y_{0}\right)\left(z^{\left|y_{0}\right|}+\frac{z^{\left|y_{0}\right|}-1}{z-1}\right) \\
& =\left(\sum_{d \in \tilde{\mathcal{D}^{\prime} \backslash\left\{y_{0}\right\}}} P(d) \frac{z^{|d|}-1}{z-1}\right)+\left(P\left(d_{1}\right)+\cdots+P\left(d_{m}\right)\right)\left(\frac{z^{\left|y_{0}\right|+1}-1}{z-1}\right) \\
& =\sum_{d \in \tilde{\mathcal{D}}} P(d) \frac{z^{|d|}-1}{z-1} .
\end{aligned}
$$

This completes the proof of the lemma.
Observe that $\mathbf{E}[D]=\sum_{d \in \tilde{\mathcal{D}}} P(d)|d|$. Hence by taking the derivative of both sides of (4) with respect to $z$ and setting $z=1$, we see that Theorem 1 offers a new proof of the well-known result that

$$
\mathbf{E}[D]=\sum_{y \in \tilde{\mathcal{Y}}} P(y) .
$$

By considering the second derivatives of both sides of (4) we obtain a new result for uniquely parsable dictionaries:

$$
\mathbf{E}[D(D-1)]=2 \sum_{y \in \tilde{\mathcal{Y}}} P(y)|y| .
$$

Furthermore, Theorem 1 and equation (3) imply that for Khodak's construction of the Tunstall codes

$$
\begin{equation*}
D(r, z)=1+(z-1) S(r, z) . \tag{6}
\end{equation*}
$$

Thus we can express the moment generating function for the phrase length of a Tunstall dictionary entry in terms of the transform describing the probabilities of proper prefixes of the dictionary entries. As we will discuss below, this relationship enables us to exploit a recurrence description for our analysis of the Tunstall and Khodak codes.

### 2.2 Formulation of Main Results

Let $v=1 / r$, and $z$ be a real (more generally, a complex) number. Define $\tilde{S}(v, z)=S\left(v^{-1}, z\right)$. We restrict our attention here to a binary alphabet $\mathcal{A}$ with $0<p_{1}<p_{2}<1$.

Let $A(v)$ devote the number of source strings with probability at least $v^{-1}$; i.e.,

$$
\begin{equation*}
A(v)=\sum_{y: P(y) \geq 1 / v} 1 . \tag{7}
\end{equation*}
$$

Observe that $A(v)$ represents the number of internal nodes in Khodak's construction with parameter $v^{-1}$ of a Tunstall tree. Furthermore, $A(v)$ counts the number of strings $y$ with the self-information $-\log P(y) \leq \log v$. The functions $A(v)$ and $\tilde{S}(v, z)$ satisfy the following recurrences since every binary string either is the empty string, a string starting with the first source letter $a_{1} \in \mathcal{A}$, or a string starting with the letter $a_{2} \in \mathcal{A}$ :

$$
A(v)= \begin{cases}0 & v<1  \tag{8}\\ 1+A\left(v p_{1}\right)+A\left(v p_{2}\right) & v \geq 1\end{cases}
$$

and

$$
\tilde{S}(v, z)= \begin{cases}0 & v<1  \tag{9}\\ 1+z p_{1} \tilde{S}\left(v p_{1}, z\right)+z p_{2} \tilde{S}\left(v p_{2}, z\right) & v \geq 1\end{cases}
$$

Observe that $A(v)$ represents the number of internal nodes in Khodak's construction with parameter $v^{-1}$ of a Tunstall tree, that is $M_{r}=A(v)+1=\left|\mathcal{D}_{r}\right|$ is the dictionary size. Finally, $\mathbf{E}\left[D_{r}\right]=\tilde{S}(v, 1)$ is the corresponding expected value of the phrase length $(r=1 / v)$.

These recurrences can be studied through the Mellin transform (see, e.g. [4, 33]). In the next section we prove our second main result (note that log denotes the logarithm to base $e$ ):

Theorem 2. Let $v=1 / r$ in the Khodak's construction and assume $v \rightarrow \infty$.
(i) If $\log p_{2} / \log p_{1}$ is irrational, then

$$
\begin{equation*}
M_{r}=\frac{v}{H}+o(v) . \tag{10}
\end{equation*}
$$

Otherwise, (when $\log p_{2} / \log p_{1}$ is rational) let $L>0$ is the largest real number for which $\log \left(1 / p_{1}\right)$ and $\log \left(1 / p_{2}\right)$ are integer multiples of $L$. Then

$$
\begin{equation*}
M_{r}=\frac{Q_{1}(\log v)}{H} v+O\left(v^{1-\eta}\right) \tag{11}
\end{equation*}
$$

for some $\eta>0$ where (cf. Figure 1)

$$
\begin{equation*}
Q_{1}(x)=\frac{L}{1-e^{-L}} e^{-L\left\langle\frac{x}{L}\right\rangle} \tag{12}
\end{equation*}
$$

and $H=p_{1} \log \left(1 / p_{1}\right)+p_{2} \log \left(1 / p_{2}\right)$ is the entropy rate in natural units while $\langle y\rangle=y-\lfloor y\rfloor$ is the fractional part of the real number $y$.
(ii) If $\log p_{2} / \log p_{1}$ is irrational, then

$$
\begin{equation*}
\mathbf{E}\left[D_{r}\right]=\tilde{S}(v, 1)=\frac{\log v}{H}+\frac{H_{2}}{2 H^{2}}+o(1), \tag{13}
\end{equation*}
$$

while in the rational case

$$
\begin{equation*}
\mathbf{E}\left[D_{r}\right]=\tilde{S}(v, 1)=\frac{\log v}{H}+\frac{H_{2}}{2 H^{2}}+\frac{Q_{2}(\log v)}{H}+O\left(v^{-\eta}\right) \tag{14}
\end{equation*}
$$

for some $\eta>0$, where

$$
\begin{equation*}
Q_{2}(x)=L \cdot\left(\frac{1}{2}-\left\langle\frac{x}{L}\right\rangle\right) \tag{15}
\end{equation*}
$$

and $H_{2}=p_{1} \log \left(1 / p_{1}\right)^{2}+p_{2} \log \left(1 / p_{2}\right)^{2}$.


Figure 1: The absolute value of $Q_{1}(t)$ versus $t=\log v$ for $p_{0}=p_{1}=-.5$.
In order to obtain distributional results on $D$ we have to analyze $\tilde{D}(v, z)=D(1 / v, z)=$ $1+(z-1) \tilde{S}(v, z)$ uniformly for $z$ in a neighborhood of $z=1$. Although the recurrence for $\tilde{S}(v, z)$ looks similar to that of $A(v)$ its analysis is more complex. The main technical problem lies in the slow convergence rates of certain series. We will deal with this problem in the next section by appealing to some Tauberian theorems. Now we present our third main result:

Theorem 3. Let $D_{r}$ denote the phrase length in Khodak's construction of the Tunstall code with a dictionary of size $M_{r}$ over a biased memoryless source. Then as $M_{r} \rightarrow \infty$

$$
\begin{gather*}
\mathbf{E}[D]=\frac{\log M_{r}}{H}+O(1),  \tag{16}\\
\operatorname{Var}\left[D_{r}\right] \sim\left(\frac{H_{2}}{H^{3}}-\frac{1}{H}\right) \log M_{r}, \tag{17}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{D_{r}-\frac{1}{H} \log M_{r}}{\sqrt{\left(\frac{H_{2}}{H^{3}}-\frac{1}{H}\right) \log M_{r}}} \rightarrow N(0,1), \tag{18}
\end{equation*}
$$

where $N(0,1)$ denotes the standard normal distribution.

By combining (10) and (13) resp. (11) and (14) we can be even more precise. In the irrational case we have

$$
\mathbf{E}\left[D_{r}\right]=\frac{\log M_{r}}{H}+\frac{\log H}{H}+\frac{H_{2}}{2 H^{2}}+o(1)
$$

and in the rational case (i.e., for $\log p_{2} / \log p_{1}=b / d$ ) we find

$$
\mathbf{E}\left[D_{r}\right]=\frac{\log M_{r}}{H}+\frac{\log H}{H}+\frac{H_{2}}{2 H^{2}}+\frac{Q_{2}(\log v)-\log \left(Q_{1}(\log v)\right)}{H}+O\left(M_{r}^{-\eta}\right) .
$$

Note that (12) and (15) yield

$$
Q_{2}(\log v)-\log \left(Q_{1}(\log v)\right)=-\log L+\log \left(1-e^{-L}\right)+\frac{L}{2}=\log \left(\frac{\sinh (L / 2)}{L / 2}\right)
$$

so that there is actually no oscillation.
As a direct consequence, we can derive a precise asymptotic formula for the average redundancy of the Tunstall and Khodak codes that is defined in [24] by

$$
\begin{equation*}
\mathcal{R}_{M}=\frac{\log M}{\mathbf{E}[D]}-H \tag{19}
\end{equation*}
$$

The following result is a consequence of the above derivations.

Corollary 1. Let $\mathcal{D}_{r}$ denote the dictionary in Khodak's construction of the Tunstall code of size $M_{r}$. If $\log p_{1} / \log p_{2}$ is irrational, then

$$
\mathcal{R}_{M_{r}}=\frac{H}{\log M_{r}}\left(-\frac{H_{2}}{2 H}-\log H\right)+o\left(\frac{1}{\log M_{r}}\right) .
$$

In the rational case, we have

$$
\mathcal{R}_{M_{r}}=\frac{H}{\log M_{r}}\left(-\frac{H_{2}}{2 H}-\log H-\log \left(\frac{\sinh (L / 2)}{L / 2}\right)\right)+O\left(\frac{1}{\left(\log M_{r}\right)^{2}}\right),
$$

for some $\eta>0$, where $L>0$ is the largest real number for which $\log \left(1 / p_{1}\right)$ and $\log \left(1 / p_{2}\right)$ are integer multiples of $L$.

In passing we observe that the Corollary 1 is a special case of Theorems 5 and 12 of [24] for the Tunstall code. Observe that the Tunstall code redundancy has some oscillations for the rational case, that disappear for the Khodak code, as shown above. This is explained in the next section.

### 2.3 Some Consequences

In this subsection, we provide some comments regarding our results. In particular, we explain the slightly different asymptotic behaviors of the redundancies for the Tunstall and Khodak codes. We also observe that a path in the parsing tree can be viewed as a random walk in the first quadrant of the plane. Finally, we quantify how well the probabilities of the leaves approximate the uniform distribution.

Khodak vs Tunstall Codes Behavior. Tunstall's code and Khodak's code are "almost equivalent." They ultimately produce the same parsing trees, however, they react differently to the probability tie when expanding a leaf. More precisely, when there are several leaves with the same probability, the Tunstall algorithm selects one leaf and expands it, then selects another leaf of the same probability, and continues doing it until all leaves of the same probability are expanded. The Khodak algorithm expands all leaves with the same probability simultaneously, in parallel; thus there are "jumps" in $M_{r}$ when the parsing tree grows. This
situation can occur both, for the rational case and for the irrational case, and somewhat surprisingly leads to the cancelation of oscillation in the redundancy of the Khodak code for the rational case. As shown in [24] tiny oscillations remain in the Tunstall code redundancy for the rational case.

Let's be more precise. Suppose that we have $p^{k} q^{l}=r$ for some $r>0$ and integers $k, l \geq 0$. Then there are exactly $\binom{k+l}{k}$ words with $k$ 's and $l 2$ 's. If $\log p_{1} / \log p_{2}$ is irrational then $r$ uniquely determines $k$ and $l$. Thus, the jump in $M_{r}$ is exactly $\binom{k+l}{k}$ and by using Stirling's approximation of $n$ ! we see that the total probability of these nodes equals

$$
\binom{k+l}{k} p_{1}^{k} p_{2}^{l}=O\left(\frac{1}{\sqrt{k+l}}\right) .
$$

Thus, if $\tilde{D}$ denotes the path length of any Tunstall code where only some of these $\binom{k+l}{k}$ nodes have been expanded, then $\mathbf{E}[\tilde{D}]=\mathbf{E}\left[D_{r}\right]+o(1)$. Since the words in $\tilde{D} \backslash D_{r}$ correspond to word in $D_{r} \backslash \tilde{D}$ that differ in length by 1 , the central limit theorem for $D_{r}$ also directly provides a central limit theorem for $\tilde{D}$.

In the rational case one has to be more careful. If $\log p_{1} / \log p_{2}=d / b$ for coprime integers $r, d>0$ then we have $p_{1}^{k} p_{2}^{l}=p_{1}^{k^{\prime}} p_{2}^{l^{\prime}}$ if and only if $k^{\prime}=k+b j$ and $l^{\prime}=l-d j$ for some integer $j$. Hence, the jump in $M_{r}$ equals

$$
A=\sum_{j}\binom{k+l+(b-d) j}{k+b j}
$$

and the total probability of these nodes equals $A p^{k} q^{l}$ and is not $o(1)$. Nevertheless, because of the coupling of word in the Khodak und Tunstall dictionaries, we have $\left|\tilde{D}-D_{r}\right| \leq 1$ and consequently. $\mathbf{E}[\tilde{D}]=\mathbf{E}\left[D_{r}\right]+O(1)$, where $\tilde{D}$ denotes the path length of a Tunstall code where only some of the $A$ nodes have been expanded. Furthermore, since $\left|\tilde{D}-D_{r}\right| / \log M \leq$ $1 / \log M \rightarrow 0$ the central limit theorem is not affected by this variation. Thus, if $\tilde{D}_{M}$ denotes the path length of a Tunstall code word with dictionary size $M$, then

$$
\frac{\tilde{D}_{M}-\frac{1}{H} \log M}{\sqrt{\left(\frac{H_{2}}{H^{3}}-\frac{1}{H}\right) \log M}} \rightarrow N(0,1)
$$

For expected value and variance we obtain $\mathbf{E}\left[\tilde{D}_{M}\right]=\frac{\log M}{H}+O(1)$ and

$$
\begin{aligned}
\operatorname{Var}\left[\tilde{D}_{M}\right] & =\operatorname{Var}\left[D_{r}\right]+O\left(\sqrt{\operatorname{Var}\left[D_{r}\right]}\right) \\
& \sim\left(\frac{H_{2}}{H^{3}}-\frac{1}{H}\right) \log M .
\end{aligned}
$$

Indeed, more generally if $Y_{n}=X_{n}+Z_{n}$ and we know that $X_{n}$ satisfies a central limit theorem of the form $\left(X_{n}-\mathbf{E}\left[X_{n}\right]\right) / \sqrt{\operatorname{Var}\left[X_{n}\right]} \rightarrow N(0,1)$ and we have $\operatorname{Var}\left[X_{n}\right] \rightarrow \infty$ and $\operatorname{Var}\left[Z_{n}\right] / \operatorname{Var}\left[X_{n}\right] \rightarrow 0($ as $n \rightarrow \infty)$ then $Y_{n}$ satisfies a central limit theorem, too, i.e. $\left(Y_{n}-\mathbf{E}\left[Y_{n}\right]\right) / \sqrt{\operatorname{Var}\left[Y_{n}\right]} \rightarrow N(0,1)$, and we also have $\operatorname{Var}\left[Y_{n}\right]=\operatorname{Var}\left[X_{n}\right]+\operatorname{Var}\left[Z_{n}\right]+$ $O\left(\sqrt{\operatorname{Var}\left[X_{n}\right] \operatorname{Var}\left[Z_{n}\right]}\right)=\operatorname{Var}\left[X_{n}\right] \cdot(1+o(1))$, which follows from Cauchy-Schwarz's inequality $\mid \mathbf{E}\left[\left(X_{n}-\mathbf{E}\left[X_{n}\right]\right)\left(Z_{n}-\mathbf{E}\left[Z_{n}\right]\right) \mid \leq\left(\operatorname{Var}\left[X_{n}\right]\right)^{1 / 2}\left(\operatorname{Var}\left[Z_{n}\right]\right)^{1 / 2}\right.$.


Figure 2: A random walk with a linear barrier; the exit time is equivalent to the phrase length in the Khodak algorithm (e.g., the exit time $=7$ ).

Random Walk with Positive Drift. As already observed in [24], a path in the parsing tree from the root to a leaf corresponds to a random walk on a lattice in the first quadrant of the plane (cf. Figure 2). Indeed, observe that our analysis of the Khodak code boils down to studying the following sum

$$
A(v)=\sum_{y: P(y) \geq 1 / v} f(v)
$$

for some function $f(v)$. Since $y=p_{1}^{k} p_{2}^{l}$ for some nonnegative integers $k, l \geq 0$, we conclude that the above summation set can be expressed, after setting $v=2^{V}$, as

$$
k \log _{2} \frac{1}{p_{1}}+l \log _{2} \frac{1}{p_{2}} \leq V .
$$

But this corresponds to a random walk in the first quadrant with the linear boundary condition $a x+b y=V$ where $a=\log \left(1 / p_{1}\right)$ and $b=\log \left(1 / p_{2}\right)$. The phrase length coincides with the exit time of such a random walk (i.e., the last step before the random walk hits the linear boundary) as illustrated in Figure 2. This correspondence is further explored in [8, 12].

Approximately Uniform Distribution of Leaves. As a consequence of Corollary 1, it is easy to show that probabilities assigned to leaves of the Tunstall parsing trees can be approximated by the uniform distribution, that is, these probabilities are "close" to $1 / M$ in the sense that we make more precise below. Observe first that by the conservation of entropy
$[22,26]$ we can rewrite the formula for average redundancy (19) as

$$
\mathcal{R}_{M} \mathbf{E}[D]=\log M-H(\mathcal{D})
$$

where $H(\mathcal{D})$ is the entropy of the dictionary phrases (leaves of $\mathcal{T}$ ). From the above corollary and (16) we conclude that $\mathcal{R}_{M} \mathbf{E}[D]=O(1)$. Now let $\mathcal{U}_{M}$ represent the uniform distribution over $M$ and $P_{\mathcal{D}}$ the distribution of the dictionary entries (leaves in $\mathcal{T}$ ). Clearly,

$$
D\left(P_{\mathcal{D}} \| \mathcal{U}_{M}\right)=\log M-H(\mathcal{D})
$$

Then by Pinsker's inequality [6] the squared of the $L_{1}$ distance $\|\cdot\|_{1}$ between $P_{\mathcal{D}}$ and $\mathcal{U}_{M}$ becomes

$$
\left\|P_{\mathcal{D}}-\mathcal{U}_{M}\right\|_{1}^{2} \leq 2 \log 2 D\left(P_{\mathcal{D}} \| \mathcal{U}_{M}\right)=O\left(\mathcal{R}_{M} \mathbf{E}[D]\right)=O(1)
$$

The previous observation can be also directly obtained from the fact that $c_{1} / M \leq P(d) \leq$ $c_{2} / M$.

In summary, the distribution of leaves $P_{\mathcal{D}}$ can be approximated by the uniform distribution $\mathcal{U}_{M}$. However, we should point out that it is also known that the ratio of maximum to minimum leaf probability approaches $1 / p_{\text {min }}$. Another notion of closeness has recently been considered in [3].

## 3 Analysis

In this section we prove our main results. We first present an overview of our derivations. Then we discuss some technical lemmas (cf. Section 3.1) that are of their own interest and are instrumental for our analysis. Finally, we prove Theorem 2 in Section 3.2 and Theorem 3 in Section 3.3. Redundancy is discussed in Section 3.4. Throughout this section we write $p:=p_{1}$ and $q:=p_{2}=1-p$.

We should point out that the proof in the rational case of Theorems 2 and 3 is elementary (i.e., complex analysis is not used), while the irrational case requires the use of Mellin transform and Wiener's Tauberian theorem (cf. [4]). In fact, we can uniformly use the Mellin transform for the rational case, however, this makes things more complicated than necessary.

Let us first present an overview of our approach for the irrational case that requires more sophisticated tools. In order to obtain distributional results on $D$ we have to analyze

$$
\tilde{D}(v, z)=D(1 / v, z)=1+(z-1) \tilde{S}(v, z)
$$

uniformly for $z$ in a neighborhood of $z=1$, where $\tilde{S}(v, z)$ satisfies the functional equation (9). The main technical problem of analyzing this functional equation lies in slow convergence rates of certain series, as we shall discuss in the sequel.

The Mellin transform $F^{*}(s)$ of a function $F(v)$ is defined as (cf. [33])

$$
F^{*}(s)=\int_{0}^{\infty} F(v) v^{s-1} d v
$$

if it exists. Using the fact that the Mellin transform of $F(a x)$ is $a^{-s} F^{*}(s)$ a simple analysis of recurrence (9) reveals that the Mellin transform of $\tilde{D}(v, z)$ with respect to $v$ becomes

$$
\begin{equation*}
\tilde{D}^{*}(s, z)=\frac{1-z}{s\left(1-z p_{1}^{1-s}-z p_{2}^{1-s}\right)}-\frac{1}{s}, \tag{20}
\end{equation*}
$$

for $\Re(s)<s_{0}(z)$ where $s_{0}(z)$ denotes the real solution of $z p^{1-s}+z q^{1-s}=1$.
In order to find the asymptotics of $\tilde{D}(v, z)$ as $v \rightarrow \infty$ we proceed to compute the inverse transform of $\tilde{D}^{*}(s, z)$, that is (cf. [33])

$$
\begin{equation*}
\tilde{D}(v, z)=\frac{1}{2 \pi i} \lim _{T \rightarrow \infty} \int_{\sigma-i T}^{\sigma+i T} \tilde{D}^{*}(s, z) v^{-s} d s \tag{21}
\end{equation*}
$$

where $\sigma<s_{0}(z)$. For this purpose it is usually necessary to determine the polar singularities of the meromorphic continuation of $\tilde{D}^{*}(s, z)$ right to the line $\Re(s)=s_{0}(z)$, that is, we have to analyze the set

$$
\begin{equation*}
\mathcal{Z}(z)=\left\{s \in \mathbb{C}: z p^{1-s}+z q^{1-s}=1\right\} \tag{22}
\end{equation*}
$$

of all complex roots of $z p^{1-s}+z q^{1-s}=1$. In Lemma 2 below (cf. Section 3.1) we study properties of the set $\mathcal{Z}(z)$.

Furthermore, using the residue theorem we expect to evaluate the integral in (21) as $T \rightarrow \infty$. The problem is that this integral is not absolutely convergent since the integrand is only of order $1 / s$. To circumvent this problem, we resort to analyze another integral (cf. [41]), namely

$$
\tilde{D}_{1}(v, z)=\int_{0}^{v} \tilde{D}(w, z) d w
$$

The Mellin transform of $\tilde{D}_{1}(v, z)$ is of order $O\left(1 / s^{2}\right)$ and then one can estimate its inverse Mellin as described above. However, after obtaining asymptotics of $\tilde{D}_{1}(v, z)$ as $v \rightarrow \infty$ one must recover the original asymptotics of $\tilde{D}(v, z)$. This requires some Tauberian theorems that we discuss in the next section.

### 3.1 Some Technical Lemmas

In this section we first present some properties of the set of zeros of $z p^{1-s}+z q^{1-s}=1$ and then discuss some Tauberian results that are instrumental to the proof of our main results.

Properties of the set $\mathcal{Z}$. We now deal with the set of zeroes $\mathcal{Z}(z)=\left\{s \in \mathbb{C}: z p^{1-s}+\right.$ $\left.z q^{1-s}=1\right\}$. In the next lemma we first discuss the case $z=1$ and then extend to the general case. The following lemma is basically due to Schachinger [29] and Jacquet [33].

Lemma 1. Suppose that $0<p<q<1$ and let

$$
\mathcal{Z}=\left\{s \in \mathbb{C}: p^{-s}+q^{-s}=1\right\}
$$

Then
(i) All $s \in \mathcal{Z}$ satisfy

$$
-1 \leq \Re(s) \leq \sigma_{0}
$$

where $\sigma_{0}$ is a real positive solution of $1+q^{-s}=p^{-s}$. Furthermore, for every integer $k$ there uniquely exists $s_{k} \in \mathcal{Z}$ with

$$
(2 k-1) \pi / \log p<\Im\left(s_{k}\right)<(2 k+1) \pi / \log p
$$

and consequently $\mathcal{Z}=\left\{s_{k}: k \in \mathbb{Z}\right\}$.
(ii) If $\log q / \log p$ is irrational, then $s_{0}=-1$ and $\Re\left(s_{k}\right)>-1$ for all $k \neq 0$.
(iii) If $\log q / \log p=r / d$ is rational, where $\operatorname{gcd}(r, d)=1$ for integers $r, d>0$, then $\Re\left(s_{k}\right)=-1$ if and only if $k \equiv 0 \bmod d$. In particular $\Re\left(s_{1}\right), \ldots, \Re\left(s_{d-1}\right)>-1$ and

$$
s_{k}=s_{k \bmod d}+\frac{2(k-k \bmod d) \pi i}{\log p}
$$

that is, all $s \in \mathcal{Z}$ are uniquely determined by $s_{0}=-1$ and by $s_{1}, s_{2}, \ldots, s_{d-1}$, and their imaginary parts constitute an arithmetic progression.

Proof. We first prove part (i). If $p<q$ and $\sigma=\Re(s)<-1$, then we have $\left|p^{-s}+q^{-s}\right| \leq$ $p^{-\sigma}+q^{-\sigma}<p+q=1$. Next, there uniquely exists $\sigma_{0}>0$ with $1+q^{-\sigma_{0}}=p^{-\sigma_{0}}$, and we have $1+q^{-\sigma}>p^{-\sigma}$ if and only if $\sigma<\sigma_{0}$. Now if $p^{-s}+q^{-s}=1$, then $1+q^{-\Re(s)} \geq\left|1-q^{-s}\right|=$ $\left|p^{-s}\right|=p^{-\Re(s)}$. Consequently $\Re(s) \leq \sigma_{0}$.

Let $B_{k}$ denote the set

$$
B_{k}=\left\{s \in \mathbb{C}:-2 \leq \Re(s) \leq \sigma_{0}+1,(2 k-1) \pi / \log p \leq \Im(s) \leq(2 k+1) \pi / \log p\right\}
$$

We will show that $B_{k}$ contains exactly one point of $\mathcal{Z}$ for each $k$. First, the function $f(s)=$ $p^{-s}-1$ has exactly one zero $\tilde{s}_{k}=(2 k \pi i) /(\log p) \in B_{k}$. We shall show that $\left|q^{-s}\right|<\left|p^{-s}-1\right|$ on the boundary of $B_{k}$. Thus, by Rouche's theorem [10] the function $g(s)=p^{-s}-1+q^{-s}$ has also exactly one zero in $B_{k}$ as required.

We now prove that $\left|q^{-s}\right|<\left|p^{-s}-1\right|$ to complete the proof of part (i). If $\Im(s)=(2 k \pm$ 1) $\pi / \log p$, then $p^{-s}-1=-p^{-\Re(s)}-1$. Next observe, that $p<q$ implies that for all real $\sigma$ we have $q^{-\sigma}<1+p^{-\sigma}$. Consequently, $\left|q^{-s}\right|=q^{-\Re(s)}<1+p^{-\Re(s)}=\left|1-p^{-s}\right|$. If $\Re(s)=-2$, then it follows from $p^{2}+q^{2}<1$ that $\left|q^{-s}\right|=q^{2}<1-p^{2} \leq\left|1-p^{-s}\right|$. Finally, if $\Re(s)=\sigma_{0}+1$, then we have $q^{-\sigma_{0}-1}+1<p^{-\sigma_{0}-1}$ and, thus, $\left|q^{-s}\right|=q^{-\sigma_{0}-1}<p^{-\sigma_{0}-1}-1=\left|1-p^{-s}\right|$. This completes the proof that $\left|q^{-s}\right|<\left|p^{-s}-1\right|$ on the boundary of $B_{k}$.

For part (ii), suppose that $s=-1+i t$ for some $t \neq 0$ and $p^{-s}+q^{-s}=p e^{-i t \log p}+q e^{-i t \log q}=$ 1. Of course, this is only possible if there exist (non-zero) integers $\tilde{d}, \tilde{r}$ with $t \log p=2 \pi \tilde{d}$ and $t \log q=2 \pi \tilde{r}$. This implies that $\log p / \log q=\tilde{d} / \tilde{r}$ is rational. Conversely, if $\log p / \log q$ is irrational, then it follows that all $s \in \mathcal{Z}$ with $s \neq-1$ satisfy $\Re(s)>-1$.

Finally, for part (iii), suppose that $\log p / \log q=d / r$ is rational, where we assume that $d$ are $r$ are coprime positive integers. It is immediately clear that all $s$ of the form $s=$ $-1+2 \ell \pi i d / \log p$ (where $\ell$ is arbitrary integer) are contained in $\mathcal{Z}$. This means that

$$
s_{\ell d}=-1+2 \ell \pi i d / \log p=s_{0}+2 \ell \pi i d / \log p
$$

Similarly we get

$$
s_{\ell d+j}=s_{j}+2 \pi i \ell d / \log p
$$

for $j=1,2, \ldots, d-1$. It remains to show that $\Re\left(s_{j}\right)>-1$ for $j=1,2, \ldots, d-1$. From the proof of (ii) it follows that every $s \in \mathcal{Z}$ with $\Re(s)=-1$ has imaginary part $\Im(s)=2 \pi \tilde{d} / \log p$, where $\tilde{d}$ is an integer with $\log p / \log q=\tilde{d} / \tilde{r}$. Thus, $\tilde{d}$ is an integer multiple of $d$, that is, $\tilde{d}=\ell d$ and consequently $s=s_{\ell d}$.

The next lemma is a direct generalization of Lemma 1. The important point is the uniformity in $z$. Note that for $z=1$ we have $\mathcal{Z}_{1}(1)=\mathcal{Z}+1$.

Lemma 2. Suppose that $0<p<q<1$ and that $z$ is a real number with $|z-1| \leq \delta$ for some $0<\delta<1$. Let

$$
\mathcal{Z}_{1}(z)=\left\{s \in \mathbb{C}: p^{1-s}+q^{1-s}=1 / z\right\} .
$$

Then
(i) All $s \in \mathcal{Z}_{1}(z)$ satisfy

$$
s_{0}(z) \leq \Re(s) \leq \sigma_{0}(z)
$$

where $s_{0}(z)<1$ is the (unique) real solution of $p^{1-s}+q^{1-s}=1 / z$ and $\sigma_{0}(z)>1$ is the (unique) real solution of $1 / z+q^{1-s}=p^{1-s}$. Furthermore, for every integer $k$ there uniquely exists $s_{k}(z) \in \mathcal{Z}_{1}(z)$ with

$$
(2 k-1) \pi / \log p<\Im\left(s_{k}(z)\right)<(2 k+1) \pi / \log p
$$

and consequently $\mathcal{Z}_{1}(z)=\left\{s_{k}(z): k \in \mathbb{Z}\right\}$.
(ii) If $\log q / \log p$ is irrational, then $\Re\left(s_{k}(z)\right)>\Re\left(s_{0}(z)\right)$ for all $k \neq 0$ and also

$$
\begin{equation*}
\min _{|z-1| \leq \delta}\left(\Re\left(s_{k}(z)\right)-\Re\left(s_{0}(z)\right)\right)>0 . \tag{23}
\end{equation*}
$$

(iii) If $\log q / \log p=r / d$ is rational, where $\operatorname{gcd}(r, d)=1$ for integers $r, d>0$, then we have $\Re\left(s_{k}(z)\right)=\Re\left(s_{0}(z)\right)$ if and only if $k \equiv 0 \bmod d$. In particular $\Re\left(s_{1}(z)\right), \ldots, \Re\left(s_{d-1}(z)\right)>$ $\Re\left(s_{0}(z)\right)$ and

$$
s_{k}(z)=s_{k \bmod d}(z)+\frac{2(k-k \bmod d) \pi i}{\log p}
$$

that is, all $s \in \mathcal{Z}_{1}(z)$ are uniquely determined by $s_{0}(z)$ and by $s_{1}(z), s_{2}(z), \ldots, s_{d-1}(z)$, and their imaginary parts constitute an arithmetic progression.

The proof of this lemma follows the same steps as that of Lemma 1. We only have to take care of $z$ within $|z-1| \leq \delta$. Note that the mapping $z \mapsto s_{k}(z)$ is continuous (even analytic). Thus, it follows from $\Re\left(s_{k}(z)\right)>\Re\left(s_{0}(z)\right)$ that the minimum $\min _{|z-1| \leq \delta}\left(\Re\left(s_{k}(z)\right)-\Re\left(s_{0}(z)\right)\right)$ exists and is certainly positive, i.e. (23).

For our analysis, we need also the Taylor expansion of $s_{0}(z)$ around $z=1$. By a local inversion of $p^{1-s}+q^{1-s}=1 / z$ (compare also with [33]) we observe that

$$
\begin{equation*}
s_{0}(z)=-\frac{z-1}{H}+\left(\frac{1}{H}-\frac{H_{2}}{2 H^{3}}\right)(z-1)^{2}+O\left((z-1)^{3}\right) \tag{24}
\end{equation*}
$$

as $z \rightarrow 1$. Here $H=p \log (1 / p)+q \log (1 / q)$ is the entropy rate for memoryless sources, and $H_{2}=p \log ^{2}(1 / p)+q \log ^{2}(1 / q)$; recall that log denotes the logarithm to base $e$.

Tauberian Theorems. As indicated above, in the proof of our main findings we need to resort to certain Tauberian results. The most classical result in this direction is the following property [10]

Lemma 3. Suppose that $f(v)$ is a monotone function such that

$$
F(v)=\int_{0}^{v} f(w) d w
$$

is asymptotically given by

$$
F(v) \sim \frac{v^{a+1}}{(a+1)} \quad(v \rightarrow \infty)
$$

for some $a>-1$. Then

$$
f(v) \sim v^{a} \quad(v \rightarrow \infty)
$$

In what follows we consider two variations of this principle. We start with the following simple lemma.

Lemma 4. Suppose that $f(v)$ is a non-negative increasing function in $v \geq 0$ such that

$$
F(v)=\int_{0}^{v} f(w) d w
$$

has the following asymptotic expansion

$$
F(v)=C_{1} v \log v+C_{2} v+o(v) \quad(v \rightarrow \infty) .
$$

Then

$$
f(v)=C_{1} \log v+C_{1}+C_{2}+o(1) \quad(v \rightarrow \infty) .
$$

Proof. By the assumption

$$
\left|F(v)-C_{1} v \log v+C_{2} v\right| \leq \varepsilon v
$$

for $v \geq v_{0}$. Set $v^{\prime}=\varepsilon^{1 / 2} v$, then by monotonicity we obtain (for $v \geq v_{0}$ )

$$
\begin{aligned}
f(v) & \leq \frac{F\left(v+v^{\prime}\right)-F(v)}{v^{\prime}} \\
& \leq \frac{1}{v^{\prime}}\left(C_{1}\left(v+v^{\prime}\right) \log \left(v+v^{\prime}\right)+C_{2}\left(v+v^{\prime}\right)-C_{1} v \log v-C_{2} v\right)+\varepsilon \frac{2 v+v^{\prime}}{v^{\prime}} \\
& =C_{1} \log \left(v+v^{\prime}\right)+C_{2}+C_{1} \frac{v}{v^{\prime}} \log \left(1+\frac{v^{\prime}}{v}\right)+\varepsilon \frac{2 v+v^{\prime}}{v^{\prime}} \\
& =C_{1} \log v+C_{2}+C_{1}+O\left(\varepsilon^{1 / 2}\right)
\end{aligned}
$$

where the $O$-constant is an absolute one. In a similar manner, we obtain the corresponding lower bound (for $v \geq v_{0}+v_{0}^{1 / 2}$ ). Hence, it follows that

$$
\left|f(v)-C_{1} \log v-C_{1}-C_{2}\right| \leq C^{\prime} \varepsilon^{1 / 2}
$$

for $v \geq v_{0}+v_{0}^{1 / 2}$. This completes the proof of the lemma.
The next lemma shows that we can also transfer certain uniformity properties.

Lemma 5. Suppose that $f(v, \lambda)$ is a non-negative increasing function in $v \geq 0$, where $\lambda$ is a real parameter with $|\lambda| \leq \delta$ for some $0<\delta<1$. Assume that $F(v, \lambda)=\int_{0}^{v} f(w, \lambda) d w$ has the asymptotic expansion

$$
F(v, \lambda)=\frac{v^{\lambda+1}}{\lambda+1}(1+\lambda \cdot o(1))
$$

as $v \rightarrow \infty$ and uniformly for $|\lambda| \leq \delta$. Then

$$
f(v, \lambda)=v^{\lambda}\left(1+|\lambda|^{\frac{1}{2}} \cdot o(1)\right)
$$

as $v \rightarrow \infty$ and again uniformly for $|\lambda| \leq \delta$.
Proof. By the assumption

$$
\left|F(v, \lambda)-\frac{v^{\lambda+1}}{\lambda+1}\right| \leq \varepsilon|\lambda| \frac{v^{\lambda+1}}{\lambda+1}
$$

for $v \geq v_{0}$ and all $|\lambda| \leq \delta$. Set $v^{\prime}=(\varepsilon|\lambda|)^{1 / 2} v$. By monotonicity we obtain (for $v \geq v_{0}$ )

$$
\begin{aligned}
f(v, \lambda) & \leq \frac{F\left(v+v^{\prime}, \lambda\right)-F(v, \lambda)}{v^{\prime}} \\
& \leq \frac{1}{v^{\prime}}\left(\frac{\left(v+v^{\prime}\right)^{\lambda+1}}{\lambda+1}-\frac{v^{\lambda+1}}{\lambda+1}\right)+\frac{2}{v^{\prime}} \varepsilon|\lambda| \frac{\left(v+v^{\prime}\right)^{\lambda+1}}{\lambda+1} \\
& =\frac{1}{v^{\prime}(\lambda+1)}\left(v^{\lambda+1}+(\lambda+1) v^{\lambda} v^{\prime}+O\left(v^{\lambda-1}\left(v^{\prime}\right)^{2}\right)-v^{\lambda+1}\right)+O\left(\frac{\varepsilon|\lambda| v^{\lambda+1}}{v^{\prime}}\right) \\
& =v^{\lambda}+O\left(v^{\lambda} \varepsilon^{\frac{1}{2}}|\lambda|^{\frac{1}{2}}\right)+O\left(\frac{\varepsilon|\lambda| v^{\lambda+1}}{v^{\prime}}\right) \\
& =v^{\lambda}+O\left(v^{\lambda} \varepsilon^{\frac{1}{2}}|\lambda|^{\frac{1}{2}}\right) .
\end{aligned}
$$

In completely the same way we get a corresponding lower bound (for $v \geq v_{0}+v_{0}^{1 / 2}$ ). Hence, the result follows.

### 3.2 Proof of Theorem 2

We start with the analysis of $A(v)$ defined in (7) and satisfying the functional equation (8). In fact, (8) can be rewritten as

$$
\begin{equation*}
F(x)=1+F\left(x-c_{1}\right)+F\left(x-c_{2}\right) . \tag{25}
\end{equation*}
$$

by setting $A(v)=F(\log v), c_{1}=\log \frac{1}{p}$ and $c_{2}=\log \frac{1}{q}$. The above recurrence was analyzed in [4] and we can follow the footsteps of [4]. Nevertheless, we provide a complete proof since we cannot apply [4] for $\tilde{S}(v, z)$ (resp. $\tilde{D}(v, z)$ ), where we need uniformity with respect to $z$ in a neighborhood of $z=1$. By presenting first a complete proof for $A(v)$, which is easier to understand than that of $\tilde{S}(v, z)$, we gently introduce the reader to our methodology. A more thorough discussion of this methodology can be found in [33].

The following results are different for irrational and rational $\log p / \log q$. If $\log p / \log q$ is rational, then let $L>0$ denote the largest real number for which $\log (1 / p)$ and $\log (1 / q)$
are integer multiples of $L$. We should observe that when $\log p / \log q=d / b$ for some integers $b, d$ such that $\operatorname{gcd}(b, d)=1$, we can also write $L=\log (1 / p) / d=\log (1 / q) / b$. Note also that we always have $L \leq \log 2$ since $\min \left\{\log \frac{1}{p}, \log \frac{1}{q}\right\} \leq \log 2$ and $\min \{b, d\} \geq 1$. Furthermore, $L=\log 2$ if and only if $p=q=\frac{1}{2}$.

Let $\langle y\rangle=y-\lfloor y\rfloor$ denote the fractional part of the real number $y$, and $H=p \log (1 / p)+$ $q \log (1 / q)$ be the source entropy.

Proposition 1. If $\log p / \log q$ is irrational then, as $v \rightarrow \infty$,

$$
\begin{equation*}
A(v)=\frac{v}{H}(1+o(1)) . \tag{26}
\end{equation*}
$$

If $\frac{\log p}{\log q}$ is rational, then

$$
\begin{equation*}
A(v)=\frac{Q_{1}(\log v)}{H} v+O\left(v^{1-\eta}\right) \tag{27}
\end{equation*}
$$

for some $\eta>0$, where

$$
\begin{equation*}
Q_{1}(x)=\frac{L}{1-e^{-L}} e^{-L\left\langle\frac{x}{L}\right\rangle}=\sum_{h \in \mathbb{Z}} \frac{1}{1+2 \pi i h / L} e^{2 \pi i h x / L} \tag{28}
\end{equation*}
$$

and $\mathbb{Z}$ denotes the set of integers.
Proof. First suppose that $\log p / \log q$ is rational, that is, $\log (1 / p)=L d$ and $\log (1 / q)=L b$, where $b, d$ are positive coprime integers. Set $G(x)=F(x L)$ with $F$ as in (25). Then

$$
\begin{equation*}
G(x)=1+G(x-d)+G(x-b) \tag{29}
\end{equation*}
$$

for $x \geq 0$ with $G(x)=0$ for $x<0$. Clearly $G(x)=G(\lfloor x\rfloor)$. Thus, it is only necessary to consider integral $x=n$, and with $g(Z)=\sum_{n \geq 0} G(n) Z^{n}$ the recurrence (29) becomes

$$
g(Z)=\frac{1}{(1-Z)\left(1-Z^{d}-Z^{b}\right)}
$$

The dominating root of the denominator equals $Z_{0}=e^{-L}<1$ and since $b$ and $d$ are coprime there are no other roots on the circle $|Z|=Z_{0}=e^{-L}$. Hence

$$
G(n)=\frac{1}{\left(1-e^{-L}\right)\left(d e^{-d L}+b e^{-b L}\right)} e^{L n}+O\left(e^{L n(1-\eta)}\right)
$$

for some $\eta>0$. Finally with $F(x)=G(\lfloor x / L\rfloor)$ we obtain

$$
\begin{aligned}
F(x) & =\frac{L}{\left(1-e^{-L}\right) H} e^{L\left\lfloor\frac{x}{L}\right\rfloor}+O\left(e^{x(1-\eta)}\right) \\
& =\frac{L}{\left(1-e^{-L}\right) H} e^{-L\left\langle\frac{x}{L}\right\rangle} e^{x}+O\left(e^{x(1-\eta)}\right)
\end{aligned}
$$

and with $A(v)=F(\log v)$ we finally derive (27). Expressing $\langle x\rangle$ as a Fourier series, we immediately obtain the Fourier expansion for $Q_{1}(x)$ as in (28).

In the irrational case we use the Mellin transform $A^{*}(s)$ of $A(v)$ defined as (cf. [33])

$$
A^{*}(s)=\int_{0}^{\infty} A(v) v^{s-1} d v
$$

Easy calculation shows

$$
A^{*}(s)=\frac{-1}{s\left(1-p^{-s}-q^{-s}\right)}, \quad \Re(s)<-1 .
$$

In order to find asymptotics of $A(v)$ as $v \rightarrow \infty$ we must compute the inverse transform of $A^{*}(s)$ :

$$
A(v)=\frac{1}{2 \pi i} \lim _{T \rightarrow \infty} \int_{\sigma-i T}^{\sigma+i T} A^{*}(s) v^{-s} d s
$$

where $\sigma<-1$. For this purpose one (usually) has to determine the polar singularities of the meromorphic continuation of $A^{*}(s)$ to the range $\Re(s) \geq-1$, and for this we need the detailed properties of the set

$$
\begin{equation*}
\mathcal{Z}=\left\{s \in \mathbb{C}: p^{-s}+q^{-s}=1\right\} \tag{30}
\end{equation*}
$$

that we analyzed in Lemma 1. Recall that $\mathcal{Z}=\left\{s_{k}: k \in \mathbb{Z}\right\}$ with $\Re\left(s_{k}\right) \geq-1$ and $(2 k-1) \pi / \log p \leq \Im\left(s_{k}\right) \leq(2 k+1) \pi / \log p$; also if $\log p / \log q$ is irrational, then $s_{0}=-1$ is the only root of $p^{-s}+q^{-s}=1$ with $\Re(s)=-1$.

At that stage we can directly apply the Tauberian theorem (for the Mellin transform) by Wiener-Ikehara. ${ }^{1}$ However, since we need a generalization of such a Tauberian theorem (where we need uniformity with respect to another parameter $z$, see Lemma 5) we present the main steps of the proof and then generalize it. In order to demonstrate the convergence problems that (usually) occur in that context we try to apply directly the residue theorem. For every $\sigma>-1$ with $\sigma \notin\{\Re(s): s \in \mathcal{Z}\}$ we obtain

$$
\begin{aligned}
A(v)= & -\lim _{T \rightarrow \infty} \sum_{s^{\prime} \in Z, \Re\left(s^{\prime}\right)<\sigma,\left|\Im\left(s^{\prime}\right)\right|<T} \operatorname{Res}\left(A^{*}(s) v^{-s}, s=s^{\prime}\right) \\
& -\frac{1}{2 \pi i} \lim _{T \rightarrow \infty} \int_{\sigma-i T}^{\sigma+i T} \frac{1}{s\left(1-p^{-s}-q^{-s}\right)} v^{-s} d s \\
= & -\lim _{T \rightarrow \infty} \sum_{s^{\prime} \in Z, \Re\left(s^{\prime}\right)<\sigma,\left|\Im\left(s^{\prime}\right)\right|<T} \frac{v^{-s^{\prime}}}{s^{\prime} H\left(s^{\prime}\right)}-\frac{1}{2 \pi i} \lim _{T \rightarrow \infty} \int_{\sigma-i T}^{\sigma+i T} \frac{1}{s\left(1-p^{-s}-q^{-s}\right)} v^{-s} d s
\end{aligned}
$$

provided that the series of residues converges and the limit $T \rightarrow \infty$ of the last integral exists. Here we have used the notation

$$
H(s)=-p^{-s} \log p-q^{-s} \log q .
$$

Observe that $H(-1)=-p \log p-q \log q$ equals $H$.
The problem is that neither the series nor the integral above are absolutely convergent since the integrand is only of order $1 / s$. We have to introduce the auxiliary function

$$
A_{1}(v)=\int_{0}^{v} A(w) d w
$$

[^1]which is also given by
\[

$$
\begin{aligned}
A_{1}(v) & =\frac{1}{2 \pi i} \int_{\sigma-i \infty}^{\sigma+i \infty} A^{*}(s) \frac{v^{-s+1}}{s-1} d s \\
& =\frac{1}{2 \pi i} \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{1}{s\left(1-p^{-s}-q^{-s}\right)} \frac{v^{-s+1}}{1-s} d s
\end{aligned}
$$
\]

for $\sigma<-1$. Note that there is no need to consider the limit $T \rightarrow \infty$ in this case since the series and the integral are now absolutely convergent. Hence, the above procedure works without any convergence problem. We shift the line of integration to $\Re(s)=\sigma>-1$, in particular we assume that $\sigma>\sigma_{0}$ (with $\sigma_{0}$ from Lemma 1 ). Then we have to consider the sum of residues

$$
\sum_{s^{\prime} \in Z, \Re\left(s^{\prime}\right)<\sigma} \operatorname{Res}\left(A^{*}(s) \frac{v^{-s+1}}{1-s}, s=s^{\prime}\right)=\sum_{s^{\prime} \in \mathcal{Z}} \frac{1}{s^{\prime}\left(s^{\prime}-1\right) H\left(s^{\prime}\right)} v^{-s^{\prime}+1}
$$

and the integral

$$
\frac{1}{2 \pi i} \int_{\sigma-i \infty}^{\sigma+i \infty} A(s) \frac{v^{-s+1}}{1-s} d s=\frac{1}{2 \pi i} \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{1}{s\left(1-p^{-s}-q^{-s}\right)} \frac{v^{-s+1}}{1-s} d s=O\left(v^{1-\sigma}\right)
$$

Thus, we obtain

$$
A_{1}(v)=\frac{v^{2}}{2 H}(1+Q(\log v))+O\left(v^{1-\sigma}\right)
$$

where

$$
Q(x)=\sum_{s^{\prime} \in \mathcal{Z} \backslash\{-1\}} \frac{2 H}{s^{\prime}\left(s^{\prime}-1\right) H\left(s^{\prime}\right)} e^{-x\left(s^{\prime}+1\right)}
$$

It is easy to show that $Q(x) \rightarrow 0$ as $x \rightarrow \infty$ (cf. also with [29, Lemma 4] and [33]). Suppose that $\varepsilon>0$ is given. Then there exists $S_{0}=S_{0}(\varepsilon)>0$ such that

$$
\sum_{s^{\prime} \in \mathcal{Z},\left|s^{\prime}\right|>S_{0}}\left|\frac{2 H}{s^{\prime}\left(s^{\prime}-1\right) H\left(s^{\prime}\right)}\right|<\frac{\varepsilon}{2}
$$

Further, since $\Re\left(s^{\prime}\right)>-1$ for all $s^{\prime} \in \mathcal{Z} \backslash\{-1\}$ it follows that there exists $x_{0}=x_{0}(\varepsilon)>0$ with

$$
\left|\sum_{s^{\prime} \in \mathcal{Z} \backslash\{-1\},\left|s^{\prime}\right| \leq S_{0}} \frac{2 H}{s^{\prime}\left(s^{\prime}-1\right) H\left(s^{\prime}\right)} e^{-x\left(s^{\prime}+1\right)}\right|<\frac{\varepsilon}{2}
$$

for $x \geq x_{0}$. Hence $|Q(x)|<\varepsilon$ for $x \geq x_{0}(\varepsilon)$.
Note that we cannot obtain the rate of convergence for $Q(x)$. This means that $A_{1}(v) \sim$ $v^{2} /(2 H)$ as $v \rightarrow \infty$. Since $A(v)$ is monotonely increasing (by definition) it also follows that $A(v)$ has to satisfy $A(v) \sim v / H$. This proves Proposition 1.

### 3.3 Proof of Theorem 3

The analysis of $\tilde{S}(v, z)$ is similar to the one just discussed. The Mellin transform of $\tilde{S}(v, z)$ (with respect to $v$ ) is

$$
\tilde{S}^{*}(s, z)=\frac{-1}{s\left(1-z p^{1-s}-z q^{1-s}\right)}, \quad \Re(s)<0
$$

and consequently the Mellin of $\tilde{D}(v, z)^{2}$ becomes

$$
\tilde{D}^{*}(s, z)=\frac{1-z}{s\left(1-z p^{1-s}-z q^{1-s}\right)}-\frac{1}{s} .
$$

In what follows we will first discuss $\tilde{S}(v, 1)$, and then $\tilde{D}(v, z)$. Recall that $H_{2}=p(\log p)^{2}+$ $q(\log q)^{2}$.

Proposition 2. If $\log q / \log p$ is irrational, then $\tilde{S}(v, 1)$ can be represented as

$$
\begin{equation*}
\tilde{S}(v, 1)=\frac{\log v}{H}+\frac{H_{2}}{2 H^{2}}+o(1) \tag{31}
\end{equation*}
$$

as $v \rightarrow \infty$. However, if $\frac{\log q}{\log p}$ is rational, then there exists $\eta>0$ such that

$$
\begin{equation*}
\tilde{S}(v, 1)=\frac{\log v}{H}+\frac{H_{2}}{2 H^{2}}+\frac{Q_{2}(\log v)}{H}+O\left(v^{-\eta}\right), \tag{32}
\end{equation*}
$$

as $v \rightarrow \infty$, where

$$
Q_{2}(x)=L \cdot\left(\frac{1}{2}-\left\langle\frac{x}{L}\right\rangle\right)=\sum_{h \neq 0} \frac{1}{2 \pi i h / L} e^{2 \pi i h x / L}
$$

Proof. As in the proof of Proposition 1 we first consider the rational case. With $F(x)=$ $\tilde{S}\left(e^{x}, 1\right)$ we find

$$
F(x)=1+p F\left(x-c_{1}\right)+q F\left(x-c_{2}\right)
$$

and with $G(x)=F(L x)$

$$
G(x)=1+p G(x-d)+q G(x-b)
$$

for $x \geq 0$ and $G(x)=0$ for $x<0$. Furthermore, $G(x)=G(\lfloor x\rfloor)$ and $g(Z)=\sum_{n} G(n) Z^{n}$ is given by

$$
g(Z)=\frac{1}{(1-Z)\left(1-p Z^{d}-q Z^{b}\right)}
$$

Here the dominating root is $Z_{0}=1$ that is also a double pole. Since $b$ and $d$ are coprime there are no other singularities on the circle $|Z|=1$. Thus

$$
G(n)=\frac{n}{p d+q b}+\left(\frac{p d^{2}+q b^{2}}{2(p d+q b)^{2}}+\frac{1}{2(p d+q b)}\right)+O\left(e^{-\eta n}\right)
$$

[^2]for some $\eta>0$. With $F(x)=G(\lfloor x / L\rfloor)$ and $\tilde{S}(v, 1)=F(\log v)$ we directly obtain the above representation (32).

In the irrational case we again use the Mellin transform

$$
\tilde{S}^{*}(s, 1)=\frac{-1}{s\left(1-p^{1-s}-q^{1-s}\right)}, \quad \Re(s)<0
$$

and consider the polar singularities. Obviously, there is a double pole at $s=0$ and simple poles at $\mathcal{Z}_{1} \backslash\{0\}=\left\{s \in \mathbb{C} \backslash\{0\}: p^{1-s}+q^{1-s}=1\right\}$. (Note that this set is exactly $(\mathcal{Z} \backslash\{-1\})+1$, where $\mathcal{Z}$ is defined in (22).) Hence, by Lemma 2 all $s \in \mathcal{Z}_{1} \backslash\{0\}$ satisfy $\Re(s) \geq 0$ and for every integer $k \neq 0$ there uniquely exists $s=s_{k}(1) \in \mathcal{Z}_{1}$ with $(2 k-1) \pi / \log p<\Im\left(s_{k}(1)\right)<$ $(2 k+1) \pi / \log p$.

The singular expansion of $\frac{-1}{s\left(1-p^{1-s}-q^{1-s}\right)} \frac{v^{1-s}}{1-s}$ around $s=0$ is given by

$$
\tilde{S}^{*}(s, 1)=\frac{1}{H} \frac{1}{s^{2}}-\frac{H_{2}}{2 H^{2}} \frac{1}{s}+O(1)
$$

Recall that

$$
\int_{1}^{\infty} v^{s-1} d v=-\frac{1}{s} \quad \text { and } \quad \int_{1}^{\infty} \log v v^{s-1} d v=\frac{1}{s^{2}}
$$

Thus, this singularity contributes to the inverse Mellin transform with

$$
\frac{\log v}{H}+\frac{H_{2}}{2 H^{2}}
$$

compare also with [9]. Consequently, by doing just formal residue calculations we directly obtain the proposed asymptotic relations for $\tilde{S}(v, 1)$.

However, we again have to deal with the convergence problem. We have to introduce the auxiliary function

$$
\tilde{S}_{1}(v, 1)=\int_{0}^{v} \tilde{S}(w, 1) d w
$$

that is,

$$
\tilde{S}_{1}(v, 1)=\frac{1}{2 \pi i} \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{-1}{s\left(1-p^{1-s}-q^{1-s}\right)} \frac{v^{-s+1}}{1-s} d s
$$

for $\sigma<0$. The singular expansion of $\frac{-1}{s\left(1-p^{1-s}-q^{1-s}\right)} \frac{v}{1-s}$ at $s=0$ is given by

$$
\frac{v}{H s^{2}}-\left(\frac{H_{2}}{2 H^{2}}-\frac{1}{H}\right) \frac{v}{s}
$$

We further have simple poles at $s^{\prime} \in \mathcal{Z} \backslash\{0\}$. Hence, by shifting the line of integration to $\Re(s)=\sigma^{\prime}>0$ and collecting all residues we obtain with help of the absolute convergence for the corresponding series and integral

$$
\begin{aligned}
\tilde{S}_{1}(v, 1) & =v \frac{\log v}{H}+\left(\frac{H_{2}}{2 H^{2}}-\frac{1}{H}\right) v+\sum_{s^{\prime} \in \mathcal{Z}_{\infty} \backslash\{0\}} \frac{1}{s^{\prime}\left(s^{\prime}-1\right) H\left(s^{\prime}-1\right)} v^{1-s^{\prime}}+O\left(v^{1-\sigma^{\prime}}\right) \\
& =v \frac{\log v}{H}+\left(\frac{H_{2}}{2 H^{2}}-\frac{1}{H}\right) v+o(v)
\end{aligned}
$$

as $v \rightarrow \infty$. Since $\tilde{S}(v, 1)$ is monotone (by definition) we can apply Lemma 4 arriving at

$$
\tilde{S}(v, 1)=\frac{\log v}{H}+\frac{H_{2}}{2 H^{2}}+o(1)
$$

as required.
Finally, we deal with $\tilde{D}(v, z)$, where we have to take care of the uniformity question with respect to $z$.

Proposition 3. Suppose that $z$ is a positive real number with $|z-1| \leq \delta$ (for some $0<\delta<1$ ). Then we uniformly have, as $v \rightarrow \infty$

$$
\tilde{D}(v, z)=v^{\frac{z-1}{H}-\left(\frac{1}{H}-\frac{H_{2}}{2 H^{3}}\right)(z-1)^{2}+O\left(|z-1|^{3}\right)}\left(1+O\left(|z-1|^{1 / 2}\right)\right) .
$$

Proof. First, let us consider the rational case. Writing $F(x)=\tilde{S}\left(e^{x}, z\right)$ and $G(x)=F(L x)$ we have

$$
G(x)=1+p z G(x-d)+q z G(x-b)
$$

for $x \geq 0$ and $G(x)=0$ for $x<0$. Furthermore, as above, $G(x)=G(\lfloor x\rfloor)$. Hence, $g(Z)=\sum_{n \geq 0} G(n) Z^{n}$ is given by

$$
g(Z)=\frac{1}{(1-Z)\left(1-p z Z^{d}-q z Z^{b}\right)}
$$

Similarly we can set $U(x)=\tilde{D}\left(e^{x}, z\right)=1+(z-1) F(x), V(x)=U(L x)=1+(z-1) G(x)$, and $v(Z)=\sum_{n} V(n) Z^{n}$ that is given by

$$
v(Z)=\frac{1}{1-Z}+(z-1) g(Z)=\frac{1}{1-Z}-\frac{1-z}{(1-Z)\left(1-p z Z^{d}-q z Z^{b}\right)}
$$

Note that $Z=1$ is no singularity of $v(Z)$.
Let $Z_{0}(z)$ denote the dominant singularity of $v(Z)$, that is, the real zero of $p z Z^{d}+q z Z^{b}=$ 1. Then $Z_{0}(z)=e^{L s_{0}(z)}$, where $s_{0}(z)$ is the real zero of the equation $z p^{1-s_{0}}+z q^{1-s_{0}}=1$ (cf. Lemma 2). As already expressed in (24),

$$
s_{0}(z)=-\frac{z-1}{H}+\left(\frac{1}{H}-\frac{H_{2}}{2 H^{3}}\right)(z-1)^{2}+O\left(|z-1|^{3}\right)
$$

if $|z-1| \leq \delta$. Again, since $b$ and $d$ are coprime there are no other zeroes on the circle $|Z|=Z_{0}(z)$. Furthermore, since the zeroes of $p z Z^{d}+q z Z^{b}=1$ vary continuously in $z$ there exist $\eta>0$ such that there are no other zeros of $p z Z^{d}+q z Z^{b}=1$ within the circle $|Z| \leq Z_{0}(z)+2 \eta \leq Z_{0}(z) e^{\eta}$ for all real $z$ with $|z-1| \leq \delta$. Hence, by Cauchy's formula and by the residue theorem we have

$$
\begin{aligned}
V(n) & =\frac{1}{2 \pi i} \int_{|Z|=Z_{0}(z) e^{\eta}} v(Z) Z^{-n-1} d Z \\
& =-\frac{1-z}{\left(1-Z_{0}(z)\right)\left(p z d Z_{0}(z)^{d}+q z b Z_{0}(z)^{b}\right.} Z_{0}(z)^{-n}+O\left(|z-1| Z_{0}(z)^{-n} e^{-\eta n}\right) .
\end{aligned}
$$

uniformly for all real $z$ with $|z-1| \leq \delta$. By using (24) and $Z_{0}(z)=e^{L s_{0}(z)}$ we obtain

$$
-\frac{1-z}{\left(1-Z_{0}(z)\right)\left(p z d Z_{0}(z)^{d}+q z b Z_{0}(z)^{b}\right)}=1+O(|z-1|)
$$

and

$$
Z_{0}(z)^{-\left[\frac{\log v}{L}\right]}=v^{-s_{0}(z)}(1+O(|z-1|)) .
$$

Hence, we directly get

$$
\begin{aligned}
\tilde{D}(v, z) & =V\left(\left\lfloor\frac{\log v}{L}\right\rfloor\right) \\
& =v^{-s_{0}(z)}(1+O(|z-1|)) \\
& =v^{\frac{z-1}{H}-\left(\frac{1}{H}-\frac{H_{2}}{2 H^{3}}\right)(z-1)^{2}+O\left(|z-1|^{3}\right)}(1+O(|z-1|)) .
\end{aligned}
$$

In the irrational case we again use the Mellin transform of $\tilde{D}(v, z)$ which is given by

$$
\tilde{D}^{*}(s, z)=\frac{1-z}{s\left(1-z p^{1-s}-z q^{1-s}\right)}-\frac{1}{s} .
$$

Observe that residue of the singular value $s=0$ equals 0 (due to the additional term $-1 / s$ ). Thus, $s=0$ does not contribute.

The unique real polar singularity is $s_{0}(z)$ (given by the equation $z p^{1-s_{0}}+z q^{1-s_{0}}=1$ ) As in the previous cases we have to introduce an auxiliary function

$$
\tilde{D}_{1}(v, z)=\int_{0}^{v} \tilde{D}(w, z) d w
$$

also given by

$$
\tilde{D}_{1}(v, z)=\frac{1}{2 \pi i} \int_{\sigma-i \infty}^{\sigma+i \infty}\left(\frac{1-z}{s\left(1-z p^{1-s}-z q^{1-s}\right)}-\frac{1}{s}\right) \frac{v^{-s+1}}{1-s} d s
$$

By shifting the integral and collecting residues we obtain (as above)

$$
\tilde{D}_{1}(v, z)=\frac{v^{-s_{0}(z)+1}}{-s_{0}(z)+1}(1+o(|z-1|)
$$

as $v \rightarrow \infty$ and uniformly for $|z-1| \leq \delta$. Note that the uniformity of the error term $o(|z-1|)$ follows from (23) of Lemma 2. Since $\tilde{D}(v, y)$ is monotone in $v$ we finally find (from Lemma 5)

$$
\tilde{D}(v, z)=v^{-s_{0}(z)}\left(1+o\left(|z-1|^{1 / 2}\right)\right)
$$

where the convergence is again uniform for $|z-1| \leq \delta$.
Finally we prove our main result of this paper, a central limit for the phrase length $D$, that is, Theorem 3.

We first use the local expansion (24) with $z=e^{t /(\log v)^{1 / 2}}$ to obtain

$$
\begin{aligned}
v^{-s_{0}(z)} & =\exp \left(\log v\left(\frac{z-1}{H}-\left(\frac{1}{H}-\frac{H_{2}}{2 H^{3}}\right)(z-1)^{2}+O\left(|z-1|^{3}\right)\right)\right) \\
& =\exp \left(\frac{1}{H} t \sqrt{\log v}+\frac{1}{H} \frac{t^{2}}{2}-\left(\frac{1}{H}-\frac{H_{2}}{2 H^{3}}\right) t^{2}+O\left(t^{3} / \sqrt{\log v}\right)\right) \\
& =\exp \left(\frac{1}{H} t \sqrt{\log v}+\left(\frac{H_{2}}{H^{3}}-\frac{1}{H}\right) \frac{t^{2}}{2}+O\left(t^{3} / \sqrt{\log v}\right)\right)
\end{aligned}
$$

Hence, by Proposition 3 and by the property that $\mathbf{E}\left[z^{D}\right]=\tilde{D}(v, z)$ we get

$$
\begin{equation*}
\mathbf{E}\left[e^{t\left(D-\frac{1}{H} \log v\right) / \sqrt{\log v}}\right]=e^{-(t / H) \sqrt{\log v}} \mathbf{E}\left[e^{D t / \sqrt{\log v}}\right]=e^{\frac{t^{2}}{2}\left(\frac{H_{2}}{H^{3}}-\frac{1}{H}\right)}+o(1) \tag{33}
\end{equation*}
$$

By Goncharov's theorem [33] this proves the normal limiting distribution as $v \rightarrow \infty$.
The expected value $\mathbf{E}[D]$ has already been determined. In order to get asymptotic information on the variance we just note that (33) implies that

$$
\operatorname{Var}[D] \sim\left(\frac{H_{2}}{H^{3}}-\frac{1}{H}\right) \log v
$$

as $v \rightarrow \infty$.
If $\log p / \log q$ is rational it is easy to be more precise. By using an analysis similarly to the above it follows that the second moment of $D$ is asymptotically given by

$$
\mathbf{E}\left[D^{2}\right]=\frac{1}{H^{2}}(\log v)^{2}+Q_{3}(\log v) \log v+Q_{4}(\log v)+O\left(v^{-\eta}\right)
$$

where $Q_{3}(x)$ and $Q_{4}(x)$ are certain periodic functions. Thus, we get $\operatorname{Var}[D]=Q_{5}(\log v) \log v+$ $Q_{6}(\log v)+O\left(v^{-\eta}\right)$ with periodic function $Q_{5}(x)$ and $Q_{6}(x)$. Actually, $Q_{5}(x)$ is constant, which finally implies

$$
\operatorname{Var}[D]=\left(\frac{H_{2}}{H^{3}}-\frac{1}{H}\right) \log v+O(1) .
$$

Recall that $\log v$ and $\log M_{r}$ are (asymptotically) almost the same, that is, $\log v=\log M_{r}+$ $O(1)$. Hence, we also have

$$
\frac{D-\frac{1}{H} \log M_{r}}{\left(\left(\frac{H_{2}}{H^{3}}-\frac{1}{H}\right) \log M_{r}\right)^{1 / 2}} \rightarrow N(0,1)
$$

and

$$
\mathbf{E}[D]=\frac{\log M_{r}}{H}+O(1), \quad \operatorname{Var}[D] \sim\left(\frac{H_{2}}{H^{3}}-\frac{1}{H}\right) \log M_{r} .
$$

This completes the proof of Theorem 3.

### 3.4 Redundancy Analysis

We finally collect what is needed to derive asymptotic properties for the redundancy, i.e., we prove Corollary 1.

Recall that the redundancy is defined by

$$
R_{\mathrm{VB}}^{*}(\mathcal{D}, S)=\frac{\log M}{\mathbf{E}[D]}-h(S)
$$

The number $M=|\mathcal{D}|$ of phrases is given by

$$
M=(m-1) A(v)+1,
$$

where $A(v)=\{y: P(y) \geq 1 / v\}$ denotes the number of internal nodes. In particular, for the binary case $m=2$ we have $M=A(v)+1$.

In the irrational case we have

$$
\mathbf{E}[D]=\frac{\log v}{H}+\frac{H_{2}}{2 H^{2}}+o(1),
$$

and

$$
M=\frac{v}{H}(1+o(1)) .
$$

This directly leads to

$$
\mathbf{E}[D]=\frac{\log M}{H}+\frac{\log H}{H}+\frac{H_{2}}{2 H^{2}}+o(1)
$$

and

$$
R_{\mathrm{VB}}^{*}(\mathcal{D}, S)=\frac{H}{\log M}\left(-\frac{H_{2}}{2 H}-\log H\right)+o\left(\frac{1}{\log M_{r}}\right)
$$

In the rational case, we have to be more precise. From

$$
M=\frac{Q_{1}(\log v)}{H} v+O\left(v^{1-\eta}\right)
$$

and

$$
\mathbf{E}[D]=\frac{\log v}{H}+\frac{H_{2}}{2 H^{2}}+\frac{Q_{2}(\log v)}{H}+O\left(v^{\eta}\right)
$$

it follows that

$$
\mathbf{E}[D]=\frac{\log M}{H}+\frac{\log H}{H}+\frac{H_{2}}{2 H^{2}}+\frac{Q_{2}(\log v)-\log Q_{1}(\log v)}{H}+O\left(v^{-\eta}\right) .
$$

Since

$$
Q_{2}(x)-\log Q_{1}(x)=\frac{L}{2}-\log L+\log \left(1-e^{-L}\right)=\log \left(\frac{\sinh (L / 2)}{L / 2}\right)
$$

there is no oscillation and

$$
\mathbf{E}[D]=\frac{\log M}{H}+\frac{\log H}{H}+\frac{H_{2}}{2 H^{2}}+\frac{\log \left(\frac{\sinh (L / 2)}{L / 2}\right)}{H}+O\left(v^{-\eta}\right) .
$$

Thus

$$
R_{\mathrm{VB}}^{*}(\mathcal{D}, S)=\frac{H}{\log M}\left(-\frac{H_{2}}{2 H}-\log H-\log \left(\frac{\sinh (L / 2)}{L / 2}\right)\right)+O\left(\frac{1}{\log ^{2} M}\right) .
$$

This completes the proof of Corollary 1.
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[^1]:    ${ }^{1}$ One major assumption is that there are no singularities on the line $\Re(s)=-1$ despite $s_{0}=-1$. In fact this Tauberian theorem is usually used to prove the prime number theorem. The function $-\zeta^{\prime}(s) / \zeta(s)$ (where $\zeta(s)=\sum_{n \geq 1} n^{-s}$ denotes the Riemann zeta function) is (almost) the Mellin transform of the the Chebyshev $\Psi$-function $\Psi(x)=\sum_{p^{k} \leq x} \log p$. Since $\zeta(s)$ has no zeroes on the line $\Re(s)=1, s \neq 1$, it follows that $\Psi(x) \sim x$ $(x \rightarrow \infty)$ which is equivalent to the prime number theorem $\pi(x)=\sum_{p \leq x} 1 \sim x / \log x$.

[^2]:    ${ }^{2}$ In fact, we consider the Mellin transform of $\bar{D}(v, z)=(z-1) \tilde{S}(v, z)+1_{[v \geq 1]}$ since the constant function 1 has no Mellin transform. Obviously, $\tilde{D}(v, z)$ and $\bar{D}(v, z)$ coincide for $v \geq 1$. Thus this makes no difference for our considerations.

