Abstract. Let $H$ be a fixed graph and $\mathcal{G}$ a subcritical graph class. In this paper we show that the number of occurrences of $H$ (as a subgraph) in a uniformly at random graph of size $n$ in $\mathcal{G}$ follows a normal limiting distribution with linear expectation and variance. The main ingredient in our proof is the analytic framework developed by Drmota, Gittenberger and Morgenbesser to deal with infinite systems of functional equations [11]. As a case study, we get explicit expressions for the number of triangles and cycles of length four for the family of series-parallel graphs.

1. Introduction

The study of subgraphs in random discrete structures is a central area in graph theory, which dates back to the seminal works of Erdős and Rényi in the sixties [14]. Since then, lot of effort has been devoted to locate the threshold function for the appearance of a given subgraph in the $G(n, p)$ model, as well as the limiting distribution of the corresponding counting random variable (see for instance [27, 25, 39], and the monograph [26, Chapter 3]). The number of appearances of a fixed graph and its statistics had been also addressed as well in different restricted graph classes, including random regular graphs and random graphs with specified vertex degree (see for instance, [31, 17, 29, 28, 33], see also [32]) and random planar maps [18, 19].

In this paper we study subgraphs on a random graph in a so-called subcritical class. Roughly speaking, a graph class is called subcritical if the largest block of a random graph in the class with $n$ vertices has $O(\log(n))$ vertices (see the precise analytic definition in Section 3). Indeed, graphs in these classes have typically a tree-like structure and share several properties with trees. Just to mention some families, prominent subcritical graph classes are forests, cacti trees, outerplanar graphs and series-parallel graphs, and more generally graph families defined by a finite set of 3-connected components (see [22]). Let us mention that the analysis of subcritical graph classes is intimately related to the study of the random planar graph model: it is conjectured that a graph class defined by a set of excluded minors is subcritical if and only if at least one of the excluded graphs is planar (see [35]).

The systematic study of subcritical graph classes started in [2] when studying the expected number of vertices of given degree. Later, in [8] the authors extended the analysis to unlabelled graph classes, and obtained normal limiting probability distributions for different parameters, including the number of cut-vertices, blocks, edges and the vertex degree distribution. Drmota and Noy [12] investigated several extremal parameters in these graph classes. They showed, for instance, that the expected diameter $D_n$ of a random connected graph on a subcritical graph class on $n$ vertices satisfies $c_1 \sqrt{n} \leq E[D_n] \leq c_2 \sqrt{n \log n}$ for some constants $c_1$ and $c_2$. More recently, the precise asymptotic estimate has been deduce to be of order $\Theta(\sqrt{n})$ [36]. Furthermore, the normalized metric space $(V(G), d_G/\sqrt{n})$ (where $d_G(u,v)$ denotes the number of edges in a shortest path that contains $u$ and $v$ in $G$) is shown to converge with respect to the Gromov-Hausdorff metric to the so-called Brownian Continuum Random Tree multiplied by an scaling factor that depends only the class under study (see [36] for details, and also [11] for extensions to the unlabelled setting). Let us also mention that even more recently, the Schramm-Benjamini convergence had been addressed as well in [40, 20] for these graph families. Finally, the maximum degree and the degree sequence
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of a random series-parallel graph have been studied in [10] and [2, 9], respectively.

Our results: this paper is a contribution to the understanding of the shape of a random graph from on these graph classes. More precisely, we present a very general framework to deal with subgraph statistics in subcritical graph classes. Our main result is the following theorem:

**Theorem 1.1.** Let \( C_n \) be the set of connected graphs of size \( n \) in a subcritical graph class \( G \), and let \( H \) be a fixed (connected) graph. Let \( X_n^H \) be the number of copies of \( H \) on a uniformly at random object in \( C_n \). Then,

\[
E[X_n^H] = \mu_H n + O(1) \quad \text{and} \quad \text{Var}[X_n^H] = \sigma_H^2 n + O(1)
\]

for some constants \( \mu_H, \sigma_H^2 \) that only depends on \( H \) (and on the subcritical graph class under study). Moreover, if \( \sigma_H^2 > 0 \), then

\[
\frac{X_n^H - E[X_n^H]}{\sqrt{\text{Var}[X_n^H]}} \rightarrow N(0, 1).
\]

The strategy we use on the proof is based on analytic combinatorics. More precisely, given a subgraph \( H \) we are able to get expressions for the counting formulas encoding the number of copies of \( H \). As we will show, even if \( H \) has a very simple structure, we will need infinitely many equations and infinitely many variables to encode all the possible appearances. Later, we will be able to fully analyze the infinite system of equations that we obtain using an adapted version of the main theorem of Drmota, Gittenberger and Morgenbesser [11], which provide the necessary analytic ingredient in order to study infinite functional systems of equations. This result extends the classical Drmota-Lalley-Woods theorem for (finite) systems of functional equations (see for instance [6]).

Let us also discuss some similar results from the literature. The study of induced subgraphs (also called patterns) in random trees was done in [5], showing normal limiting distributions with linear expectation and variance. This covers in particular the distribution of the number of vertices of given degree in random trees. In the more general setting of subcritical graph classes, the number of vertices of degree \( k \) was studied in [8]. In another direction, appearances of a fixed subgraph \( H \) (also called pendant copies) in a subcritical graph class where studied in [22] (see the proper definition of appearance in [30]), showing again normal limiting distributions with linear expectation. As every appearance define a subgraph, this result shows that the number of subgraphs in a uniformly at random subcritical graph is (at least) linear. Our result strongly strengths this fact showing the precise limiting probability distribution.

As a case study, we get explicit constants for series-parallel graphs and for specific subgraphs. Recall that a graph is series-parallel if it excludes \( K_4 \) as a minor. Equivalently, a series-parallel graph has treewidth at most 2. We are able to show the following result for triangles:

**Theorem 1.2.** The number of copies of \( K_3 \), \( X_n^{	riangle} \), on a uniformly at random series-parallel graph with \( n \) vertices is asymptotically normal, with

\[
E[X_n^{	riangle}] = \mu_{\triangle} n + O(1), \quad \text{Var}[X_n^{	riangle}] = \sigma_{\triangle}^2 n + O(1),
\]

where \( \mu_{\triangle} \approx 0.39481 \) and \( \sigma_{\triangle}^2 \approx 0.41450 \).

Our encoding also let us analyze the asymptotic number of triangle-free series-parallel graphs on \( n \) vertices. Also, the more involved case of studying the number of copies of \( C_4 \), as well as series-parallel graphs with a given girth is discussed in Section [6].

Plan of the paper: the paper is divided in the following way. Section 2 is devoted to fix the notation concerning generating functions. Section 3 covers the analytic preliminaries of the paper. This section includes a modified version of the main theorem of Drmota, Gittenberger and Morgenbesser in [11], which is our main analytic ingredient on the proof of Theorem 1.1. Section 4 deals with the easier situation where the subgraph under study is 2-connected. The arguments to deal with the general connected case are developed in Section 5. In order to prepare the reader
to the involved notation used to deal with general subgraphs, some easy cases are fully developed. Section 6 is devoted to explicit computations in the family of series-parallel graphs. Finally, Section 7 discusses the results obtained so far and possible future investigations.

2. Graph preliminaries

In our work, all graphs we study are assumed to be simple (no loops nor multiple edges) and labelled. A graph on \( n \) vertices will be always labelled with different elements in \( \{1, \ldots, n\} \).

2.1. Combinatorial classes. Exponential generating functions. We follow the notation and definitions in [10]. A labelled combinatorial class is a set \( \mathcal{A} \) joint with a size function, such that for each \( n \geq 0 \) the set of elements of size \( n \), denoted by \( \mathcal{A}_n \), is finite. Each object \( a \) in \( \mathcal{A}_n \) is built by using \( n \) labelled atoms of size 1. In graph classes, atoms are precisely the vertices.

Two elements in \( \mathcal{A} \) are said to be isomorphic if one is obtained from the other by relabelling. In particular, two isomorphic elements have the same size. We always assume that a combinatorial class is stable under relabelling, namely, \( a \in \mathcal{A} \) if and only if all relabellings of \( a \) are also elements of \( \mathcal{A} \). For counting reasons we consider the exponential generating function (shortly the EGF) associated to the labelled class \( \mathcal{A} \):

\[
A(x) := \sum_{n \geq 0} |\mathcal{A}_n| \frac{x^n}{n!}.
\]

In our setting, we use the (exponential) indeterminate \( x \) to encode vertices. In the opposite direction, we also write \([x^n]A(x) = 1/n!|\mathcal{A}_n|\). The basic constructions we consider in this paper are described in Table 1. In particular, we consider the disjoint union of labelled classes, the labelled product of classes, the sequence construction, the set construction, the cycle and the substitution (see [10] for all the details).

We additionally consider classes of graphs of various types depending on whether one marks vertices or not. A (vertex-)pointed graph is a graph with a distinguished (labelled) vertex. A derived graph is a graph where one vertex is distinguished but not labelled (the other \( n - 1 \) vertices have distinct labels in \( \{1, \ldots, n - 1\} \)). In particular, isomorphisms between two pointed graphs (or between two derived graphs) have to respect the distinguished vertex.

Given a graph class \( \mathcal{A} \), the pointed class \( \mathcal{A}^\circ \) is the class of pointed graphs arising from \( \mathcal{A} \). Similarly, the derived graph class \( \mathcal{A}^\circ \) is obtained by taking all derived graphs built from \( \mathcal{A} \). Hence, \( |\mathcal{A}^\circ| = n|\mathcal{A}_n| \) and \( |\mathcal{A}^\circ_{n-1}| = |\mathcal{A}_n| \), and we have respectively \( \mathcal{A}^\circ(x) = x \frac{d}{dx} A(x) \) and \( \mathcal{A}^\circ(x) = \frac{d}{dx} A(x) \).

<table>
<thead>
<tr>
<th>Construction</th>
<th>Class</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum</td>
<td>( \mathcal{C} = \mathcal{A} \cup \mathcal{B} )</td>
<td>( C(x) = A(x) + B(x) )</td>
</tr>
<tr>
<td>Product</td>
<td>( \mathcal{C} = \mathcal{A} \times \mathcal{B} )</td>
<td>( C(x) = A(x) \cdot B(x) )</td>
</tr>
<tr>
<td>Sequence</td>
<td>( \mathcal{C} = \text{Seq}(\mathcal{B}) )</td>
<td>( C(x) = 1/(1 - B(x)) )</td>
</tr>
<tr>
<td>Set</td>
<td>( \mathcal{C} = \text{Set}(\mathcal{B}) )</td>
<td>( C(x) = \exp(B(x)) )</td>
</tr>
<tr>
<td>Restricted Set</td>
<td>( \mathcal{C} = \text{Set}_{\geq k}(\mathcal{B}) )</td>
<td>( C(x) = \exp_{\geq k}(B(x)) = \exp(B(x)) - \sum_{i=0}^{k-1} \frac{B(x)^i}{i!} )</td>
</tr>
<tr>
<td>Cycle</td>
<td>( \mathcal{C} = \text{Cyc}(\mathcal{B}) )</td>
<td>( C(x) = -\frac{1}{2} \log(1 - x) - \frac{x}{2} - \frac{x^2}{2} )</td>
</tr>
<tr>
<td>Substitution</td>
<td>( \mathcal{C} = \mathcal{A} \circ \mathcal{B} )</td>
<td>( C(x) = A(B(x)) )</td>
</tr>
<tr>
<td>Pointing</td>
<td>( \mathcal{C} = \mathcal{A}^\circ )</td>
<td>( C(x) = A^\circ(x) = x \frac{d}{dx} A(x) )</td>
</tr>
<tr>
<td>Deriving</td>
<td>( \mathcal{C} = \mathcal{A}^\circ )</td>
<td>( C(x) = A^\circ(x) = \frac{d}{dx} A(x) )</td>
</tr>
</tbody>
</table>

Table 1. The Symbolic Method translating combinatorial constructions into operations on counting series.

Pointing and deriving operators will be only used over vertices. When dealing with ordinary parameters over combinatorial classes (for instance, edges or copies of a fixed subgraph) we use extra variables in the corresponding counting formulas. The partial derivatives of counting series with respect to parameters are denoted by subindices of the corresponding indeterminate. For instance, a generating function of the form \( A_y(x, y) \) means \( \frac{d}{dy} A(x, y) \).
2.2. Graph decompositions. A block of a graph $g$ is a maximal 2-connected subgraph of $g$. A graph class $G$ is block-stable if it contains the edge-graph $e$ (the unique connected graph with two labelled vertices), and satisfies the property that a graph $g$ belongs to $G$ if and only if all the blocks of $g$ belong to $G$. Block-stable classes covers a wide variety of natural graph families, including graph classes specified by a finite list of forbidden minors that are all 2-connected. Planar graphs (Ex$(K_5, K_{3,3})$) or series-parallel graphs (Ex$(K_4)$) are block-stable.

For a graph class $G$, we write $C$ and $B$ the subfamily of connected and 2-connected graphs in $G$, respectively. In particular, the following combinatorial specifications hold (see [1, 23]):

$$G = \text{Set}(C), \quad C^* = C \times \text{Set}(B^* \circ C^*).$$

By means of the Table I these expressions translates into equations of EGF in the following way:

$$G(x) = \exp(C(x)), \quad C^*(x) = x \exp(B^*(C^*(x))).$$

(1)

See [42] for further results on graph decompositions and connectivity on graphs.

3. Analytic preliminaries

In this part we include the analytic results necessary in the forthcoming sections of the paper.

3.1. Subcritical graphs. We start with the notion of subcritical graph class. Further details concerning these graph classes can be found in [8].

Definition 1. A block-stable class of (vertex labelled) graphs is called subcritical if

$$C^*(\rho_C) < \rho_B,$$

where $\rho_B$ denotes the radius of convergence of $B^\circ(x)$ and $\rho_C$ the radius of convergence of $C^*(x)$.

Roughly speaking, subcritical condition means that the singular behaviour of $B^\circ(x)$ does not interfere with the singular behaviour of $C^*(x)$. Only the behaviour of $B^\circ(x) = B^\circ(x)$ for $|x| \leq (1 + \varepsilon)C^*(\rho_C)$ matters (where $\varepsilon > 0$ is arbitrarily small). From general theory (see for instance [16]) it follows that $y = C^*(x)$ becomes singular for $x = x_0 = \rho_C$ if $x_0$ (and $y_0 = C^*(x_0)$) satisfies the system of equations

$$y_0 = x_0e^{B^\circ(y_0)},$$

$$1 = x_0e^{B^\circ(y_0)} B^{\circ'}(y_0),$$

of equivalently if

$$1 = y_0B^{\circ'}(y_0),$$

$$x_0 = ye^{-B^\circ(y_0)}.$$

In particular, we just have to assure that the equation $1 = yB^{\circ'}(y)$ has a solution $y < \rho_B$. Equivalently this is granted if

$$\rho_BB^{\circ'}(\rho_B) > 1.$$

It also follows from general theory that the solution function $C^*(x)$ has a square-root type singularity at $x = \rho_C$ and can be (locally) written in the form

$$C^*(x) = h_1(x) - h_2(x) \sqrt{1 - \frac{x}{\rho_C}},$$

where $h_1(x)$ and $h_2(x)$ are analytic functions at $x = \rho_C$ and satisfy the condition $h_3(\rho_C) = C^*(\rho_C)$ and $h_2(\rho_C) > 0$.

It is convenient to assume that our graph class is an $a$-periodic class. That is, we have $[x^n]C^*(x) > 0$ for $n \geq n_0$. Then it follows that $x = \rho_C$ is the only singularity on the circle of convergence $|x| = \rho_C$. Additionally, there is an analytic continuation of $C^*(x)$ to a domain of the form $\{x \in \mathbb{C} : |x| < \rho' \text{ and } \arg(x - \rho_C) \notin [-\theta, \theta]\}$ for some real number $\rho' > \rho_C$ and some positive angle $0 < \theta < \pi/2$. We call such a domain $\Delta$-region or domain dented at $\rho_C$.

More precisely, if $|x| = \rho_C$ but $x \neq \rho_C$ then

$$|C^*(x)B^\circ(C^*(x), 1)| < 1.$$
Thus by the Implicit Function Theorem $C^*(x)$ has no singularity there and can be analytically continued. Consequently, we get by singularity analysis over $C^*(x)$ that
\[
[x^n]C^*(x) = \frac{h_2(\rho_C)}{2\sqrt{\pi}} n^{-3/2} \rho_C^{-n} (1 + O(n^{-1})) .
\]
Since $C^*(x) = xC'(x)$ we also obtain the local singular behavior of $C(x)$ which is of the form
\[
C(x) = h_3(x) + h_4(x) \left( 1 - \frac{x}{\rho_C} \right)^{3/2} ,
\]
for some functions $h_3(x)$ and $h_4(x)$ which are analytic at $x = \rho_C$. Since $G(x) = \exp(C(x))$ this also provides the local singular behavior of $G(x)$:
\[
G(x) = h_5(x) + h_6(x) \left( 1 - \frac{x}{\rho_C} \right)^{3/2} ,
\]
where again $h_5(x)$ and $h_6(x)$ are analytic at $x = \rho_C$. This implies (applying again singularity analysis) that
\[
[x^n]G(x) = \frac{3h_6(\rho_C)}{4\sqrt{\pi}} n^{-5/2} \rho_C^{-n} (1 + O(n^{-1})) .
\]
In what follows we will heavily make use of these properties of subcritical graph classes.

3.2. A single equation. We first state a central limit theorem that is a slight modification of [7 Theorem 2.23]. Let $F(x, y, u) = \sum_{n,m} F_{n,m}(u)x^ny^m$ be an analytic function in $x$, $y$ around 0, and $u$ is a complex parameter with $|u| = 1$. Suppose that the following conditions hold: $F(0, y, u) \equiv 0$, $F(x, 0, u) \neq 0$ and all coefficients $F_{n,m}(1)$ of $F(x, y, 1)$ are real and non-negative. Suppose also that for $|u| = 1$ it is true that $|F_{n,m}(u)| \leq F_{n,m}(1)$. Finally, assume that the function $t \mapsto F(x, y, e^{it})$ is at least three times continuously differentiable and all derivatives are analytic, too, in $x$ and $y$. Then, by the implicit function Theorem it is clear that the functional equation
\[
y = F(x, y, u)
\]
has a unique analytic solution $y = y(x, u) = \sum_n y_n(u)x^n$ with $y(0, u) = 0$ that is three times continuously differentiable with respect to $t$ if $u = e^{it}$. Furthermore the coefficients $y_n(1)$ are non-negative.

It is easy to show that there exists an integer $d \geq 1$ and a residue class $r$ modulo $d$ such that $y_n(1) = 0$ if $n \not\equiv r(\text{mod}d)$. In order to simplify the following presentation we assume that $d = 1$ (namely, we discuss the $a$-periodic case). The general case can be reduced to this case by a proper substitution in the original equation.

We also assume that the region of convergence of $F(x, y, u)$ is large enough such that there exist non-negative solutions $x = x_0$ and $y = y_0$ of the system of equations
\[
\begin{align*}
y &= F(x, y, 1), \\
1 &= F_y(x, y, 1),
\end{align*}
\]
with $F_x(x_0, y_0, 1) \neq 0$ and $F_{yy}(x_0, y_0, 1) \neq 0$.

Theorem 3.1. Let $F(x, y, u)$ satisfies the above assumptions and $y(x, u)$ is a power series in $x$ that is the (analytic) solution of the functional equation $y = F(x, y, u)$. Suppose that $X_n$ is a sequence of random variables such that
\[
\mathbb{E} \left[ u^{X_n} \right] = \frac{[x^n] y(x, u)}{[x^n] y(x, 1)} ,
\]
where \(|u| = 1\). Set
\[
\mu = \frac{F_u}{x_0 F_x},
\]
\[
\sigma^2 = \frac{1}{x_0 F_x^2 F_{yy}} \left( F_y^2 (F_{yy} F_{uu} - F_{uy}^2) - 2 F_x F_u (F_{yy} F_{ux} - F_{uy} F_{yu}) + F_u^2 (F_{yy} F_{xx} - F_{yx}^2) \right) + \mu + \mu^2,
\]
where all partial derivatives are evaluated at the point \((x_0, y_0, 1)\) solution to the system of equations \(3\). Then we have that
\[
\mathbb{E}[X_n] = \mu n + O(1), \quad \text{Var}[X_n] = \sigma^2 n + O(1)
\]
and if \(\sigma^2 > 0\) then
\[
\frac{X_n - \mathbb{E}[X_n]}{\sqrt{\text{Var}[X_n]}} \to N(0, 1).
\]

**Proof.** The proof runs along the same lines as that of \([7, \text{Theorem 2.23}]\). We just indicate the differences.

By the Implicit Function Theorem it follows that there exist functions \(f(u)\) and \(g(u)\) (for \(|u - 1| < \varepsilon\) and \(|u| = 1\) for some \(\varepsilon > 0\)) which are three times differentiable with respect to \(t\) if \(u = e^{it}\) that satisfies
\[
g(u) = F(f(u), g(u), u),
\]
\[
1 = F_u(f(u), g(u), u)
\]
with \(f(1) = x_0\) and \(g(1) = y_0\). Furthermore, by applying a proper variant of the Weierstrass Representation Theorem it follows (as in the proof of \([7, \text{Theorem 2.23}]\)) that we have a presentation of the form
\[
y(x, u) = h_1(x, u) - h_2(x, u) \sqrt{1 - \frac{x}{f(u)}}
\]
locally around \(x = x_0\), \(u = 1\), where \(h_1(x, u)\), and \(h_2(x, u)\) are analytic in \(x\) and three times continuously differentiable with respect to \(t\) if \(u = e^{it}\), where \(h_1(f(u), u) = g(u)\) and
\[
h_2(f(u), u) = \sqrt{\frac{2f(u) F_x(f(u), g(u), u)}{F_{yy}(f(u), g(u), u)}} \neq 0.
\]
Since \(d = 1\) we also get
\[
y_u(u) = [x^n] y(x, u) = \sqrt{\frac{f(u) F_x f(u), g(u), u}{2\pi F_{yy}(f(u), g(u), u)}} f(u)^{-n} n^{-3/2} (1 + O(n^{-1}))
\]
uniformly for \(|u - 1| < \varepsilon\) and \(|u| = 1\). Hence,
\[
\mathbb{E} [u^{X_n}] = \left[ x^n \right] y(x, u) = \frac{h_2(f(u), u)}{h_2(f(1), 1)} \left( \frac{f(1)}{f(u)} \right)^n (1 + O(n^{-1})).
\]
By using the local expansion of \(f(u)\) we get for \(u = e^{it}\)
\[
\frac{f(1)}{f(u)} = e^{it \mu - \sigma^2 t^2 / 2 + O(t^3)},
\]
which directly implies
\[
\lim_{n \to \infty} \mathbb{E} \left[ e^{it(X_n - \mu)/\sigma \sqrt{n}} \right] = e^{-t^2 / 2}.
\]
By Levi’s Theorem this proves the central limit theorem. \(\square\)

**Remark 3.2.** In our applications, the function \(y(x, u)\) will be the generating function \(C^\bullet (x, u) = x \frac{\partial}{\partial x} C(x, u)\) of connected graphs. Since \([x^n] C^\bullet (x, u) = n[x^n] C(x, u)\) it follows that
\[
\frac{[x^n] C(x, u)}{[x^n] C(x, 1)} = \frac{[x^n] C^\bullet (x, u)}{[x^n] C^\bullet (x, 1)}
\]
and, thus, it is sufficient to work with \( C^*(x, u) \) instead of \( C(x, u) \). However, if we are interested in all graphs (not necessarily connected) we need to study the behaviour of \( G(x, u) \). By means of the set construction \( G(x, u) = \exp(C(x, u)) \) we have to replace \( y(x, u) = C^*(x, u) \) by the function

\[
G(x, u) = \tilde{y}(x, u) = \exp \left( \int_0^x \frac{y(\xi, u)}{\xi} d\xi \right)
\]

and the new random variable \( \tilde{X}_n \) that is defined by \( \mathbb{E} \left[ u^{\tilde{X}_n} \right] = \frac{|x^n|\tilde{y}(x, u)}{|x^n|y(x, u)} \). Indeed, \( \tilde{y}(x, u) \) has a slightly different singular behaviour: from (4) we obtain (see [8] Lemma 4), if \( X \) has asymptotic behaviour for mean and variance as for \( h \) and consequently

\[
\int_0^x \frac{y(\xi, u)}{\xi} d\xi = h_3(x, u) + h_4(x, u) \left( 1 - \frac{x}{f(u)} \right)^{3/2}
\]

and consequently

\[
\tilde{y}(x, u) = h_5(x, u) + h_6(x, u) \left( 1 - \frac{x}{f(u)} \right)^{3/2}
\]

for proper function \( h_3(x, u), h_4(x, u), h_5(x, u), h_6(x, u) \). However, from that expression we obtain the same kind of asymptotic behavior as in [6] and a central limit theorem for \( X_n \) with the same asymptotic behaviour for mean and variance as for \( X_n \).

**Remark 3.3.** In most of the applications, the condition \( \sigma^2 > 0 \) is satisfied. As it is shown in [8] Lemma 4, if \( y = F(x, y, u) = \sum_{n, m, k} a_{n, m, k} x^n y^m u^k \) satisfies some natural analytic conditions (see [8]), and assuming that there are three integer vectors \((n_1, m_1, k_1), j = 1, 2, 3 \) with \( m_j > 0, j = 1, 2, 3 \) with

\[
\begin{vmatrix}
  n_1 & m_1 - 1 & k_1 \\
  n_2 & m_2 - 1 & k_2 \\
  n_3 & m_3 - 1 & k_3
\end{vmatrix} \neq 0
\]

and \( a_{n_1, m_1, k_1} \neq 0 \) for \( j = 1, 2, 3 \), then \( \sigma^2 > 0 \).

**Remark 3.4.** Finally we remark that Theorem [6] extends to a finite system of equations \( y_j = F_j(x, y_1, \ldots, y_K; u), \ 1 \leq j \leq K, \) provided that the system is strongly connected (compare with [7] Theorem 2.35]). We will use this extension in Section 6.2.

### 3.3. An infinite system of equations.

The main reference for this subsection is the work [11].

We start again with an equation of the form \( y = F(x, y) \), where \( F \) satisfies (almost) the same assumptions as that of Theorem 3.1 (we just omit the conditions concerning \( u \)). In particular this means that the solution \( y = y(x) \) has a square-root type singularity at \( x_0 \) and the coefficients \( y_n = [x^n]y(x) \) have an asymptotic expansion of the form (5), where \( u = 1 \).

Next, for a parameter \( u \) with \( |u| = 1 \), we suppose that there exist functions \( y_j(x, u), j = 1, 2, \ldots, \) such that

\[
y(x) = \sum_{j \geq 1} y_j(x, 1)
\]

and that the functions \( y = (y_j(x, u))_{j \geq 1} = (y_j)_{j \geq 1} \) satisfy the (infinite) system of equations

\[
y_j = F_j(x, y, u), \quad j \geq 1,
\]

where \( F_j \) has a power series expansion

\[
F_j(x, y, u) = \sum_{n, m_1, m_2, \ldots} F_{j; n, m_1, m_2, \ldots}(u)x^n y_1^{m_1} y_2^{m_2} \ldots
\]

with coefficients that satisfy \( |F_{j; n, m_1, m_2, \ldots}(u)| \leq F_{j; n, m_1, m_2, \ldots}(1) \). In particular, these coefficients are non-negative for \( u = 1 \). Moreover, we assume that for every \( j \) there exists a function \( \tilde{F}_j(x, y) \) with

\[
F_j(x, y, 1) = \tilde{F}_j(x, y_1 + y_2 + \cdots) 
\]

and that

\[
\sum_{j \geq 1} \tilde{F}_j(x, y) = F(x, y).
\]
Informally speaking, this means that the infinite system can be interpreted as a partition of the main equation \( y = F(x, y) \). Hence, we refer to this later as the partition Property.

From these properties it immediately follows that \( F_j \) is well defined (and also analytic) for \( x \) and \( y = (y_j)_{j \geq 1} \) for which \( F_j(|x|, |y|) \) is analytic (recall that \( |y|_1 = \sum_{j \geq 1} |y_j| \)). Consequently, under the same conditions, \( \tilde{F}_j(|x|, |y|_1) \) is convergent. Actually we only need convergence for \( |x| < x_0 + \varepsilon \) and \( |y|_1 < y_0 + \varepsilon \) for some \( \varepsilon > 0 \).

This property suggests to work in the space \( \ell^1(C) \) for \( y = (y_j)_{j \geq 1} \). However, in the present situation we have to be slightly more careful since we have to take also into account derivatives with respect to \( t \) (with \( u = e^{zt} \)). For this purpose we use weighted \( \ell^1 \) spaces of the form

\[
\ell^1(m, C) = \left\{ y = (y_j)_{j \geq 1} \in \mathbb{C}^N : \|y\|_{m,1} := \sum_{j \geq 1} j^m |y_j| < \infty \right\},
\]

for some non-negative real number \( m \) (see also Remark 3.6). Since \( \|y\|_1 \leq \|y\|_{m,1} \) the functions \( F_j \) are also well defined (and analytic) if \( |x| < x_0 + \varepsilon \) and \( \|y\|_{m,1} < y_0 + \varepsilon \) for some \( \varepsilon > 0 \).

Finally we assume that, for each \( j \), \( F_j \) is three times continuously differentiable with respect to \( t \) with \( u = e^{zt} \) such that the series

\[
\sum_{j \geq 1} j^m \frac{\partial^r}{\partial t^r} F_j(x, y, e^{zt}), \quad r \in \{0, 1, 2, 3\}, \quad (11)
\]

converges absolutely for \( |x| < x_0 + \varepsilon \) and \( \|y\| < y_0 + \varepsilon \) (for some \( \varepsilon > 0 \)). Note that the case \( r = 0 \) just says that for each \( j \) the mapping \( (x, y) \mapsto F_j(x, y, u) \) is well defined in the space \( \mathbb{C} \times \ell^1(m, C) \) with \( |x| < x_0 + \varepsilon \) and \( \|y\|_{m,1} < y_0 + \varepsilon \) (for some \( \varepsilon > 0 \)).

The main theorem in this context is the following:

**Theorem 3.5.** Let \( y(x, u) \) be a power series in \( x \), \( y(x, u) = \sum_{j \geq 1} y_j(x, u) \), where the set of power series \( y_j = y_j(x, u), j \geq 1 \), satisfies an infinite system of equations \( y_j = F_j(x, y, u) \) satisfying the above assumptions. Suppose that \( X_n \) is a sequence of random variables such that

\[
\mathbb{E} \left[ u^{X_n} \right] = \frac{[x^n] y(x, u)}{[x^n] y(x, 1)}
\]

for \( |u| = 1 \). Then we have

\[
\mathbb{E}[X_n] = \mu n + O(1) \quad \text{and} \quad \text{Var}[X_n] = \sigma^2 n + O(1)
\]

for some real constants \( \mu > 0 \) and \( \sigma^2 \geq 0 \). Furthermore if \( \sigma^2 > 0 \) then

\[
\frac{X_n - \mathbb{E}[X_n]}{\sqrt{\text{Var}[X_n]}} \rightarrow N(0, 1).
\]

**Remark 3.6.** We note that a corresponding theorem for a finite system is also true (6, 7) but in our context we just need the infinite version.

Furthermore, Theorem 3.5 even holds in slightly more general situations. For example, if the functions \( y_j(x, u) \) are not indexed by an integer \( j \geq 1 \) but by a multi-index \( j = (j_1, \ldots, j_d) \) of integers \( j_i \geq 1 \) then we can also adapt the space \( \ell^1(m, C) \) to the space

\[
\left\{ y = (y_j)_{j \geq 1} \in \mathbb{C}^{\mathbb{N}^d} : \|y\|_{m,1} := \sum_{j \geq 1} \|j\|_1^m |y_j| < \infty \right\}.
\]

Actually we will need this generalization if we consider subgraphs \( H \) with more than one cut-vertex.

Finally, as for Theorem 3.2 the central limit theorem transfers to \( X_n \) that is defined with the help of \( \tilde{y}(x, u) = \exp \left( \int_0^u y(\xi, u)/\xi \ d\xi \right) \). Compare this fact with Remark 3.2.

**Proof.** We first note that Theorem 3.5 will be deduced from [1] Theorem 1] with a slight adaption corresponding \( u \) – here we just require differentiability with respect to \( t \) if \( u = e^{zt} \) and not analyticity – and corresponding to the underlying space – we replace \( \ell^1(C) \) by \( \ell^1(m, C) \). Actually the modification corresponding to \( u \) can be treated as in the proof of Theorem 3.1 and the change of the underlying space does not change the proof at all, so we will not discuss these issues.

Next we note that (9) implies

\[
y_j(x, 1) = \tilde{F}_j(x, y(x)),
\]
where $y = y(x)$ is the solution of the equation $y = F(x, y)$. Thus, we study two cases. First, if $F_j$ does not depend on $y$ then $y_j(x, 1)$ is analytic at $x = x_0$. This also implies that $y_j(x, u)$ is analytic for $|u| = 1$ and for $|x| < 1 + \varepsilon$ for some $\varepsilon > 0$. Let $I_1$ denote the set of indices $j$ with this property. Furthermore, since $\tilde{F}(x, y)$ is also analytic at $x = x_0$ it also follows that $\sum_{j \in I_1} y_j(x, u)$ is analytic in $x$ for $|x| < x_0 + \varepsilon$ and for $|u| = 1$.

In the second case $y_j(x, 1)$ has a square-root singularity of the form

$$y_j(x) = h_{1,j}(x) - h_{2,j}(x)\sqrt{1 - x/x_0},$$

which is inherited from that of $y(x)$. Furthermore it follows that $F_j(x, y_1, y_2, \ldots, u)$ depends on all variables $y_i$, $i \geq 1$. Let $I_2$ denote the set of indices $j$ of the second case.

If we reduce now the infinite system to those equations with $j \in I_2$, where we consider $y_j(x, u)$ with $j \in I_1$ as already known functions, then we get a strongly connected system of equations

$$y_j = F_j(x, (y_i(x, u))_{i \in I_1}, (y_l)_{l \in I_2}, u), \quad j \in I_2$$

that satisfies all regularity assumptions of [11 Theorem 1]. In particular, since

$$|F_j(x, y_1, y_2, \ldots, u)| \leq F_j(|x|, |y_1|, |y_2|, \ldots, 1) = \tilde{F}_j(|x|, |y_1| + |y_2| + \cdots)$$

and $\tilde{F}_j(x, y)$ is analytic (at least) in the region where $F(x, y)$ is analytic, it follows that the function $F_j(x, y_1, y_2, \ldots, u)$ is well defined (and analytic in $x$ and $y_1, y_2, \ldots$) for $x$ in a proper neighborhood of $0$, $y = (y_i)_{i \geq 1}$ in a proper neighborhood of $0$ in $\ell^2(m, \mathbb{C})$ and $u$ with $|u| = 1$.

The only remaining assumption that has to be checked is that the operator

$$J = \left(\frac{\partial F_j}{\partial y_i}(x, y, 1)\right)_{i,j \in I_2}$$

is compact. Since the property

$$F_j(x, y_1, y_2, \ldots, 1) = \tilde{F}_j(x, y_1 + y_2 + \cdots)$$

is satisfied, it follows that

$$\frac{\partial F_j}{\partial y_i}(x, y, 1) = \frac{\partial \tilde{F}_j}{\partial y_i}(x, y_1 + y_2 + \cdots)$$

is independent of the choice of $i$. Hence the rank of $J$ equals 1 which implies that $J$ is a compact operator.

Thus we can apply [11 Theorem 1] and obtain that all functions $y_j(x, u)$, $j \in I_2$, have a common square-root type singularity, and an expression of the form

$$y_j(x, u) = h_{1,j}(x, u) - h_{2,j}(x, u)\sqrt{1 - \frac{x}{f(u)}}$$

with functions $f(u), h_{1,j}(x, u), h_{2,j}(x, u)$ that are three times differentiable in $t$, where $u = e^{it}$ and analytic in $x$ around $x_0$.

Summing up we, thus, obtain a square-root singularity for $y(x, u)$. So we are precisely in the same situation as in the proof of Theorem 3.1 And so the result follows. □

4. 2-Connected Subgraphs

The purpose of this section is to consider 2-connected subgraphs $H$. This case is much easier than the general case since a 2-connected subgraph can only appear in a block. Due to its shortness, we include the proof for this specific subgraph case.

**Theorem 4.1.** Suppose that $H$ is a 2-connected graph that appears as a subgraph in a(n a-periodic) subcritical graph class $\mathcal{G}$. Let $X_n = X_n^{(H)}$ denote the number of occurrences of $H$ as a subgraph in a connected or general random graph of size $n$ of $\mathcal{G}$.

Then, $X_n$ satisfies a central limit theorem with $\mathbb{E} X_n \sim \mu n$ and $\text{Var} X_n \sim \sigma^2 n$ as $n \to \infty$. 


Proof. Let $b_{n,k}^u$ the number of rooted 2-connected graphs in $G$ with $n-1$ non-root vertices such that $H$ appears precisely $k$ times as a subgraph. Furthermore let

$$B^u(x,u) = \sum_{n,k} b_{n,k}^u \frac{x^n}{n!} u^k$$

be the corresponding generating function.

Let $C^\bullet(x,u)$ be the corresponding generating function of connected graphs in $G$ (where the root is non discounted). Since $H$ is assumed to be 2-connected the number of occurrences of $H$ in a connected graph is just the sum of its occurrences in the 2-connected components. Hence we have

$$C^\bullet(x,u) = xe^{B^u(C^\bullet(x,u),u)}.$$

If $u=1$ then $B^u(x,1)$ and $C^\bullet(x,1)$ are the usual counting functions that satisfy the equation $C^\bullet(x,1) = xe^{B^u(C^\bullet(x,1),1)}$.

In order to prove Theorem 4.1 we just have to check the conditions of Theorem 3.1. By the subcritical condition we certainly have $x = x_0 = \rho_C$ and $y = y_0 = C^\bullet(\rho_C,1)$ that satisfy

$$1 = xe^{B^u(y_0,1)}B^{\sigma'}(y_0,1),$$

$$y_0 = xe^{B^u(y_0,1)}.$$  

Furthermore, since $C^\bullet(\rho_C,1) < \rho_B$ the region of convergence of $F(x,y,u) = xe^{B^u(y,u)}$ is large enough.

The only missing assumption that has to be (finally) checked is that the mapping $t \mapsto xe^{B^u(y,e^{it})}$ is three times continuously differentiable in $t$. Of course it is sufficient to study the mapping $t \mapsto B^u(y,e^{it})$. First we note that $|B^u(y,u)| \leq B^u(|y|,1)$. From this it follows that $B^u(y,u)$ exists (and is also analytic in $y$) for all $|y| < \rho_B$ and for $|u| = 1$. Next we note that the number of occurrences of a graph $H$ of size $L$ in a graph with $n$ vertices is bounded by $O(n^L)$. Write $b^u_n$ for the number of rooted 2-connected graphs in $G$ with $n-1$ non-root vertices. Thus is follows that

$$\left| \frac{\partial^r}{\partial u^r} \sum_k b_{n,k}^u u^k \right| \leq \sum_k k^r b_{n,k}^u = O(n^L L^2)$$

for $u$ with $|u| = 1$; for notational convenience we have taken the derivatives formally with respect to $u$. However, since all all derivatives $\frac{\partial^m}{\partial y^m} B^u(y,1)$ are finite it follows that all derivatives $\frac{\partial^r}{\partial u^r} B^u(y,u)$ exist for $|u| = 1$. (Alternatively we can use the bound $n^r L = O((1+\varepsilon)^n)$ for every $\varepsilon > 0$ which implies that

$$\left| \frac{\partial^r}{\partial u^r} B^u(y,u) \right| = O(B^u(|y|(1+\varepsilon),1)).$$

Consequently all assumptions of Theorem 3.1 are satisfied and the result follows for the connected case. In the general case, where we have to work with $G(x,u) = \exp \left( \int_0^x C^\bullet(\xi,u) / \xi \, d\xi \right)$, we get the same result, see Remark 3.2. 

\[\square\]

5. Connected Subgraphs

The purpose of this section is to extend Theorem 4.1 to subgraphs $H$ that are not 2-connected, and hence prove the main Theorem 1.1. The main difference between the 2-connected case and the (general) connected case is that occurrences of $H$ are not necessarily separated by cut-vertices. This means that we have to cut $H$ also into pieces (more precisely, into blocks) and to count all combinations of these pieces when two (or several) blocks are joint by a cut-vertex, or several cut-vertices.

We start this section by illustrating the arguments with the base case $H = P_2$, which is the simplest case of a graph $H$ that is not 2-connected. Later, as a warm-up for the general case (where notation could be specially involved), we show the combinatorics behind two particular cases: copies of subgraphs with 1 cut-vertex and exactly 3 blocks (Subsection 5.2) and the number of copies of $P_3$ (Subsection 5.3). In both cases we show again the type of functional equations we obtain in this setting and the main difficulties that arise when encoding the counting formulas.
At the end of the section we indicate how the method can be modified to cover the general case, both combinatorially and analytically.

5.1. Counting copies of $P_2$. Despite this example does not cover the full general case, it is important to say that in the proof of the main theorem in Subsection 5.4 we will use similar type of arguments one we find a convenient encoding.

If $H$ is just a path $P_2$ of length 2 then the situation is relatively simple since $P_2$ just separates by a cut-vertex into two edges. For example if we join two blocks at a cut-vertex and the two corresponding degrees of two blocks at this cut-vertex are $k_1$ and $k_2$ then there are $k_1 k_2$ occurrences of $P_2$ just coming from this connection. Actually it turns out that we have to distinguish between infinitely many situations (depending on the root degrees) which leads to an infinity system of equations. Let us start by introducing corresponding generating functions for 2-connected graphs.

We denote by

$$B^g_j(x_1, x_2, \ldots; x_j), \quad j \geq 1,$$

the generating function of blocks in $G$, where the root has degree $j$, where $x_i$ counts the number of non-root vertices of degree $i$, and where $u$ counts the number of occurrences of $H = P_2$. Formally this is a generating function in infinitely many variables. Of course we have

$$B^g_j(x, x, \ldots; u) = B^g_j(x, u),$$

where $x$ counts the number of non-root vertices. Consequently if $B^g_j(x, u)$ is convergent for some positive $x$ and for $u$ with $|u| = 1$ then $B^g_j(x, w_1, w_2, \ldots; u)$ converges for all $w_i$ with $|w_i| < x$ and for all $u$ with $|u| = 1$. Next let

$$C^*_j(x, u), \quad j \geq 0,$$

denote the generating function of connected rooted graphs in $G$, where the root vertex has degree $j$, where $x$ counts the number of (all) vertices and $u$ the number of occurrences of $H = P_2$. Then by the same principle as above we have $C^*_j(x) = x$ and for $j \geq 1$

$$C^*_j(x, u) = x \sum_{s \geq 0} \frac{1}{s!} \sum_{j_1 + \cdots + j_s = j} u^{s_1} v_{j_1,j_2}^s \prod_{i=1}^s B^g_{j_i}(x, u, \ldots; u) \begin{pmatrix} u^{s_1} C^*_1(x, u), \sum_{i=1} u^{2i} C^*_i(x, u), \ldots; u \end{pmatrix}.$$  \hspace{1cm} (12)

It is convenient to replace all occurrences of $C^*_j(x)$ by $x$. Thus we can see the infinite dimensional vector $y = y(x, u) = (C^*_j(x, u))_{j \geq 1}$ as the solution of an infinite dimensional system of the form $y_j = F_j(x, y, u)$, where $F_j$ is defined by

$$F_j(x, y, u) = x \sum_{s \geq 1} \frac{1}{s!} \sum_{j_1 + \cdots + j_s = j} u^{s_1} v_{j_1,j_2}^s \prod_{i=1}^s B^g_{j_i}(x + \sum_{i=1} u^{s_i} y_{j_1}, x + \sum_{i=2} u^{2i} y_{j_2}, \ldots; u).$$  \hspace{1cm} (13)

We now show that this system of equations satisfies all assumptions of Theorem 5.5. First of all, let us check the partition property. If $u = 1$ the function $F_j(x, y, 1)$ can be written as a function $\tilde{F}_j(x, y_1 + y_2 + \cdots)$, where

$$\tilde{F}_j(x, y) = x \sum_{s \geq 1} \frac{1}{s!} \sum_{j_1 + \cdots + j_s = j} \prod_{i=1}^s B^g_{j_i}(x + y_1, \ldots, x + y_1, 1).$$

In particular, $F(x, y) = \sum_j \tilde{F}_j(x, y)$ is equal to $x \exp(B^g(x + y))$, which is analytic in $x$. Since $|\tilde{F}_j(x, y)| \leq \tilde{F}_j(|x|, |y|)$ it is sufficient to study $\tilde{F}_j$ for positive $x$ and $y$. By Equation (13) it follows that for all $n < j$ we have $[x^n] \tilde{F}_j(x, y) = 0$. Consequently we have (for positive $x$ and $y$)

$$j^m \tilde{F}_j(x, y) \leq \left(x \frac{\partial}{\partial x}\right)^m \tilde{F}_j(x, y).$$
By analyticity of $\sum_j \tilde{F}_j(x, y)$, it directly follows then that
\[
\sum_{j \geq 1} j^m \tilde{F}_j(x, y) \leq \left( x \frac{\partial}{\partial x} \right)^m F(x, y).
\]
Thus, the infinite system is well defined (and analytic) on $\ell^1(m, \mathbb{C})$ for every $m \geq 0$.

It remains to check Condition (11) for $r \in \{1, 2, 3\}$. For the sake of brevity we only work out the details of the case $r = 1$. The remaining cases are more involved but can be handled similarly.

We first note that $u$ appears in $F_j$ at three different places:

(1) as the power $u^{\sum_{i_1 < i_2} j_{i_1} j_{i_2}}$,
(2) in sums of the form $\sum_{i \geq 1} u^{m \ell} y_i$ as an argument of one of the terms $B^{\circ}_j$, and
(3) as the last argument in one of the terms $B^{\circ}_j(w_1, w_2, \ldots; u)$.

As above it is sufficient to consider positive $x$ and $y = y_1 + y_2 + \cdots$ in order to assure absolute convergence.

If we substitute $u = e^t$ and take the derivative with respect to $t$ it follows that in Case (1) the derivative gives a factor of the form
\[
i \sum_{i_1 < i_2} j_{i_1} j_{i_2} e^{t \sum_{i_1 < i_2} j_{i_1} j_{i_2}}
\]
which can be absolutely bounded by
\[
\sum_{i_1 < i_2} j_{i_1} j_{i_2} \leq s(s - 1)j^2.
\]

Thus we are led to consider the sum (which is an upper bound)
\[
\sum_{j \geq 1} j^m x \sum_{s \geq 1} \frac{1}{s^j} s(s - 1)j^2 \sum_{j_1 + \cdots + j_s = j} \prod_{i=1}^s B^{\circ}_{j_i}(x + y, 1)
\]
\[
\leq \sum_{j \geq 1} j^{m+2} x \sum_{s \geq 2} \frac{1}{(s - 2)!} \sum_{j_1 + \cdots + j_s = j} \prod_{i=1}^s B^{\circ}_{j_i}(x + y, 1)
\]
\[
\leq \left( x \frac{\partial}{\partial x} \right)^{m+2} \sum_{j \geq 1} x \sum_{s \geq 2} \frac{1}{(s - 2)!} \sum_{j_1 + \cdots + j_s = j} \prod_{i=1}^s B^{\circ}_{j_i}(x + y, 1)
\]
\[
= \left( x \frac{\partial}{\partial x} \right)^{m+2} x B^\circ(x + y)^2 \exp(B^\circ(x + y))
\]
which is certainly bounded (for positive $x$ and $y$). Now we study Case (2). If we take derivatives we get
\[
\frac{\partial}{\partial t} B^\circ_j \left( x + \sum_{\ell_1 \geq 1} e^{it_1} y_{t_1}, x + \sum_{\ell_2 \geq 1} e^{2it_2} y_{t_2}, \ldots; u \right)
\]
\[
= \sum_{m \geq 1} \frac{\partial}{\partial w_m} B^\circ_j \left( x + \sum_{\ell_1 \geq 1} e^{it_1} y_{t_1}, x + \sum_{\ell_2 \geq 1} e^{2it_2} y_{t_2}, \ldots; u \right) \sum_{t_m \geq 1} \im \ell_m e^{it_m} y_{t_m}
\]
which can be bounded from the above by
\[
\left( \sum_{\ell \geq 1} \ell |y_{t_1}| \right) \sum_{m \geq 1} \frac{\partial B^\circ_j}{\partial w_m} (x + y, 1)
\]
Note that the sum $\sum_{m \geq 1} m \frac{\partial B^\circ_j}{\partial w_m}$ corresponds to the sum of the degrees of the non-root vertices. Since this sum is bounded by twice the number of edges it is bounded by $n(n - 1)$, where $n$ denotes
the number of vertices. This leads us to the upper bound
\[
\left( \sum_{\ell \geq 1} \ell |y_{\ell}| \right) (x + y)^2 \frac{\partial^2 B_0}{\partial x^2} (x + y, 1).
\]

This upper bound also implies the upper bound (recall that the derivative here is only restricted to Case (2)):
\[
\left| \frac{\partial}{\partial t} \prod_{i=1}^{s} B_{j_i}^0 \right| \leq \left( \sum_{\ell \geq 1} \ell |y_{\ell}| \right) (x + y)^2 \frac{\partial^2}{\partial x^2} \prod_{i=1}^{s} B_{j_i}^0 (x + y, 1).
\]

Finally, summing up over \( j \) (with the weight \( j^m \)) we obtain the upper bound (for positive \( x \) and \( y \))
\[
\left( \sum_{\ell \geq 1} \ell |y_{\ell}| \right) \sum_{j \geq 1} j^m x \sum_{s \geq 1} \frac{1}{s!} \sum_{j_1 + \cdots + j_s = j} (x + y)^{j^m} \frac{\partial^2}{\partial x^2} \prod_{i=1}^{s} B_{j_i}^0 (x + y, 1)
\]
\[
\leq \left( \sum_{\ell \geq 1} \ell |y_{\ell}| \right) \left( x \frac{\partial}{\partial x} \right)^{m+2} (x + y)^3 \exp (B^0 (x + y)).
\]

By assumption we know that \( \sum_{\ell \geq 1} \ell |y_{\ell}| \) is bounded. Hence, the whole term is bounded. Finally in Case (3) we can argue in the same way as in the proof of Theorem 4.1 and obtain
\[
\left| \frac{\partial}{\partial t} B_j^0 (x + y, e^u) \right| \leq j^3 B_j^0 (x + y, 1)
\]
=in the case of \( H = P_2 \) we have \( L = 3 \). This leads us to consider the sum
\[
\sum_{j \geq 1} j^m x \sum_{s \geq 1} \frac{1}{s!} \sum_{j_1 + \cdots + j_s = j} \left( \sum_{i=1}^{s} j_i^3 \right) \prod_{i=1}^{s} B_{j_i}^0 (x + y, 1)
\]
which can be bounded (similarly to Case (1)) by
\[
(x \frac{\partial}{\partial x})^{m+3} x B^0 (x + y)^3 \exp (B^0 (x + y)).
\]

By putting the Case (1)–(3) together it follows that (11) is satisfied for \( r = 1 \). As mentioned above the cases \( r = 2 \) and \( r = 3 \) can be similarly handled. This completes the proof of the central limit theorem in the case of \( H = P_2 \) for connected graphs.

5.2. **Main example 1: Connected graphs with 1 cut-vertex.** In this subsection and in the following one we will motivate that the general statement for general subgraphs will be way more complicated than the analysis of the number of subgraphs \( P_2 \) carried out in the previous subsection. We discuss next the number of copies of a connected graph \( H \) with exactly 1 cut-vertex and three different blocks attached to it. Let \( H_1, H_2 \) and \( H_3 \) denote these blocks, and \( v \) the cut-vertex of \( H \). Furthermore we denote by \( H_{i,2} \) the graph spanned by the vertices of \( H_{i} \) and \( H_{2} \), and similarly \( H_{1,3} \) and \( H_{2,3} \). The unique cut-vertex in \( H \) induces a vertex in each \( H_{i,2} \) and \( H_{i,3} \) that we denote by \( c(H_{i,2}) \) and \( c(H_{i,3}) \), respectively. All indices in this subsection are vectors with six components, of the form \( L = (l_1, l_2, l_3, l_1, l_3, l_2, l_3) \). As we will show, such an index will encode the number of copies of \( H_{i,2} \) and \( H_{i,3} \) incident with a certain vertex.

Let \( w \) be the infinite vector with components \( w_K \), with \( K = (k_1, k_2, k_3; k_{1,2}, k_{1,3}, k_{2,3}) \) being an index with 6 entries. We denote by \( B_L^0 (w; u) \), \( L = (l_1, l_2, l_3; l_1, l_3, l_2, l_3) \) the generating function of derived blocks in \( G \), where the root vertex is incident with \( l_1 \) copies of \( H_{i,2} \) (\( i \in \{1, 2, 3\} \)) and \( l_{i,j} \) copies of \( H_{i,j} \) (\( i \neq j \)) at \( c(H_{i,2}) \) and \( c(H_{i,3}) \), respectively. We use the variable \( w_K \) to encode the number of vertices which are incident with \( k_1 \) copies of \( H_{i,2} \), and \( k_{i,j} \) copies of the subgraphs \( H_{i,j} \) at \( c(H_{i,2}) \). We also use the variable \( u \) to count the number of copies of \( H \). We note that different copies of the same subgraph \( H_{i,2} \) or \( H_{i,3} \) could be overlapping. From the previous definition, it is obvious that writing \( w_K = x = B_L^0 (w; u) \) for all \( K \) we obtain the generating function \( B_L^0 (x, u) \).
where now $x$ counts the total number of vertices. As in the analysis of $P_2$, if this generating function is convergent for some positive $x$ and for $u$ with $|u| = 1$ then $B^*_L(w;u)$ converges for all $w_K$ with $|w_K| < x$ and for all $u$ with $|u| = 1$.

For a vector index $R = (r_1, r_2, r_3; r_{1,2}, r_{1,3}, r_{2,3})$, let $C_R^*(x, u)$ be the generating function of vertex-rooted connected graphs in $G$, where the root vertex is incident with $r_1$ copies of $H_i$ at $c(H_i)$ and similarly for the numbers $r_{ij}$ and the subgraphs $H_{ij}$, respectively, and where $u$ counts the number of occurrences of $H$. Each of these functions satisfies the following equation

$$C_R^*(x, u) = x \sum_{s \geq 0} \frac{1}{s!} \sum_{(l_1, \ldots, l_s)} u^{\sum_{i \neq j} (l_i l_j + l_i + l_j + r_i + r_j)} \prod_{i=1}^s B_{l_i}^*(W; u)$$

(14)

where the sum $\sum_{i \neq j} l_i$ is taken over triplets with pairwise different indices, and the sum $\sum(l_1, \ldots, l_s)$ is taken over all sets of $s$ indices $L = (l_1, l_2, l_3; l_{1,2}, l_{1,3}, l_{2,3})$, $i = 1, \ldots, s$ satisfying

$$\sum_{i=1}^1 l_i = r_1, \sum_{i=1}^2 l_i = r_2, \sum_{i=1}^3 l_i = r_3,$$

$$\sum_{i \neq j} l_i l_j + \sum_{i \neq j} l_i l_j = r_{1,2}, \sum_{i \neq j} l_i l_j + \sum_{i \neq j} l_i l_j = r_{1,3}, \sum_{i \neq j} l_i l_j + \sum_{i \neq j} l_i l_j = r_{2,3},$$

and the infinite vector $W$ has components

$$W_K = \sum_P u^{k_1 p_2 + k_2 p_3 + k_3 p_1} C_R^*(x, u).$$

(15)

Formula (14) reads in the following way: a pointed connected graph in the family where the root vertex is incident with $r_1$ copies of $H_i$ at $c(H_i)$ (and similarly for the numbers $r_{ij}$ and the subgraphs $H_{ij}$, respectively) is obtained by pasting a set of blocks at the root vertex, and adding the extra copies of $H$ created, both arising from the root vertex and for the composition of the blocks with the recursive copies of connected rooted objects. This last term is encoded by means of the term in $u$ after the sum $\sum_{L_1}$.

Let us show the analogy with the study of $P_2$. Copies of $H$ may arise from 3 different sources:

1. New copies that are incident with the root vertex.
2. New copies not incident with the root vertex, built by taking subgraphs of $H$ already existing in the blocks and completing them.
3. Copies already existing in the blocks incident with the root vertex.

In particular, Case (2) corresponds to the term in $u$ in Equation (15). The analysis of the system of equations is very similar to the study of the number of copies of $P_2$ and can be mimic without any difficulty. The only technical point in the analysis is that we have to check several properties in the functional space introduced in Remark 3.6.

Let us also mention that the very similar arguments (with more indices) apply for subgraph $H$ with exactly one cut-vertex (even with more than three blocks and possible block repetitions).

5.3. Main example 2: Counting copies of $P_3$. We present an additional warm-up example, where we show a new difficulty that arises for subgraphs with more than one cut-vertex. As we will see, it is not enough to express the infinite system of equations in terms of ‘indexed’ block families counting formulas. Indeed, for each block in the class (and for each set of ‘blocks’ we will need a very precise information of its internal structure. It will turn out that Theorem 5.3 does not directly apply. However, we will show how this problem can be overcome.

For illustrative reasons of this phenomenon, we just study the number of copies of $P_3$ on the subcritical class graph where all 2-connected blocks are isomorphic to $K_4$ minus an edge. This family is indeed subcritical due to the fact that the generating function for blocks is analytic (see [22]). We denote by $C_{k,l}^*(x, u)$ the generating function of (vertex) rooted connected graphs in the family where the root vertex has degree $k$ and is the starting point of $l$ paths of type $P_2$ (possibly intersecting). As usual, $u$ marks occurrences of $P_3$. 


In our setting, we have \( B^3(x) = x^3 \). Observe that (up to the labellings of the vertices) \( K_4 \) minus an edge has two different ways to be rooted: either over a vertex of degree 2 or degree 3. We call the resulting derived objects \( b^2_l \) and \( b^3_l \) with generating functions \( b^2_l(x) = \frac{1}{2} x^3 \), respectively.

Let us now describe the system of equations satisfied by \( C_{k,l}^\bullet(x,u) \), or at least the form of the first equations for small indices. It is obvious that \( C_{0,0}^\bullet(x,u) = x \), that for every choice of \( l \neq 0 \), \( C_{0,l}^\bullet(x,u) = 0 \). Also, for every choice of \( l \geq 0 \) \( C_{1,l}^\bullet(x,u) = 0 \). Expressions for \( C_{2,l}^\bullet(x,u) \) and \( C_{3,l}^\bullet(x,u) \) become more involved: in both cases we may have a block of type \( b^2_l \) (and \( b^3_l \), respectively) incident with the root of the connected object. See Figure 1 for a general structure of both cases.

Figure 1. Block structure when dealing with \( C_{2,l}^\bullet \) and \( C_{3,l}^\bullet \). The shaded regions represent different rooted connected copies.

Following the notation in Figure 1 by writing \( I = (k_1, l_1, k_2, l_2, k_3, l_3) \) we have the following relations:

\[
C_{2,l}^\bullet(x,u) = \frac{1}{2} x u^6 \sum_I u^{k_1+k_2+k_3+k_4-4} (k_1+k_2+k_3+4(k_1+k_2+k_3)+3(l_1+l_2)+2l_3) C_{k_1,l_1}^\bullet(x,u) C_{k_2,l_2}^\bullet(x,u) C_{k_3,l_3}^\bullet(x,u),
\]

\[
C_{3,l}^\bullet(x,u) = \frac{1}{2} x u^6 \sum_I u^{k_1+k_2+k_3+k_4-4} (k_1+k_2+k_3+4(k_1+k_2+k_3)+2(l_1+l_2)+3l_3) C_{k_1,l_1}^\bullet(x,u) C_{k_2,l_2}^\bullet(x,u) C_{k_3,l_3}^\bullet(x,u),
\]

where the first sum \( \sum_I \) is taken over indices \( I \) satisfying \( k_1 + k_2 + 4 = l \) and the second sum \( \sum_I \) is taken over indices \( I \) satisfying \( k_1 + k_2 + k_3 + 4 = l \). Both formulas are easily explained by checking the structure depicted in Figure 1.

It is very important to notice that the function \( f(b^\circ_I, I) \) depends on the choice of the block. In fact, this term not only encodes an internal information of the block, but also how different pasted connected copies interact along it in order to create new copies of \( P_3 \). Let us describe more precisely the leftmost term defining \( C_{2,l}^\bullet(x,u) \). An object counted in \( C_{2,l}^\bullet(x,u) \) is obtained by pasting three rooted connected objects over vertices of a block of type \( b^\circ_I \). Then, the final number of paths of length 3 arise from the following contributions:

1. The existing paths of length 3 in each of the pasted rooted connected components.
2. The existing paths of length 3 in \( b^\circ_I \) (6 in total).
3. Paths that are created by concatenating paths of length 1 in \( b^\circ_I \) with paths of length 2 in each pasted connected component.
4. Paths that are created by concatenating paths of length 2 in \( b^\circ_I \) with paths of length 1 in each pasted connected component.
5. Paths created by using 2 paths of length 1 in a pair rooted connected components which are linked in \( b^\circ_I \) by a path of length 1.

As mentioned above, the most difficult term to be encoded is the one in item (5) and it is given by the correlation term \( k_1 k_2 + k_2 k_3 + k_3 k_4 \), which is build explicitly using the internal structure of \( b^\circ_I \) and the set of indices \( I \).
The situation is even more involved if several blocks are attached to the root. For example, the equations for $C_{4,4}^*(x, u)$ and $C_{5,4}^*(x, u)$ require the whole information of the two attached blocks. Nevertheless, it is clear how to set up an infinite system of equations for the functions $C_{k,l}^*(x, u)$.

Unfortunately this system does not satisfy all assumptions of Theorem 3.5. Namely if we set $u = 1$ we obtain for example

$$C_{2,1}^*(x, 1) = \frac{1}{2} x \sum_k C_{k_1, l_1}(x, 1) C_{k_2, l_2}(x, 1) C_{k_3, l_3}(x, 1)$$

where thus sum is taken over indices $I$ satisfying $k_1 + k_2 + 4 = l$. This means that the right hand side cannot be written in terms of $C^*(x) = \sum_{k,l} C_{k,l}(x, 1)$.

However, it is possible to modify our setting slightly. Instead of analyzing the block decomposition related to the equation $C^*(x) = x \exp(B^\circ(C^*(x)))$ we iterate this equation and replace it by

$$C^*(x) = x \exp(B^\circ(x \exp(B^\circ(C^*(x))))),$$

which means that we specify first a tree of height two of (rooted) blocks before we substitute each vertex by $C^*$ in order to obtain a recursive description for $C^*$.

We demonstrate this procedure by considering one special instance that is part of the equation for $C_{2,6}^*(x, u)$, compare with Figure 2. Here the root block is of type $b_1^0$. One non-root vertex of this block is attached by another block of type $b_2^0$, a second non-root vertex is attached by a block of type $b_2^0$, whereas the third non-root vertex has no block attached. It is clear that such a block structure will lead to a connected graph of type $(k, l) = (2, 6)$ - and there are 5 other instances similar to that which cover then all situations of this form.

![Figure 2](image)

**Figure 2.** Construction of rooted connected objects of type $(k, l) = (2, 6)$. The corresponding generating function is then of the form

$$\frac{9}{8} x^{10} y^{6} \sum_{K} u^{H(K)} \prod_{i=1}^{6} C_{k_i, l_i}(x, u),$$

where the sum is taken over all indices $K = (k_1, l_1, k_2, l_2, k_3, l_3, k_4, l_4, k_5, l_5, k_6, l_6)$ and

$$H(K) = k_1 k_2 + k_1 k_3 + k_2 k_3 + 3(l_1 + l_2) + 2l_2 + 4(k_1 + k_2 + k_3) + k_4 k_5 + k_4 k_6 + k_5 k_6 + 2(l_4 + l_5) + 3l_6 + 4(k_4 + k_4 + k_4).$$
In the same way we can deal with the other 5 cases which leads to a functional equation for $C_{2,6}(x, u)$ of the form

$$C_{2,6}(x, u) = F_{2,6}(x, u, (C_{k,l}(x, u))_{k,l \geq 0}).$$

The main difference between this representation and the above version is that the sum over the indices $K$ has no restriction which implies that

$$C_{2,6}(x, 1) = \frac{9}{8}x^{10}C^\bullet(x)^6.$$  

Hence we are again in a situation, where we can apply Theorem 3.5 which leads to a central limit theorem.

5.4. The general case. Proof of Theorem 1.1. We finally deal with the study of the number of copies of a fixed subgraph $H$. Recall that the new difficulty emerging when considering copies of $P_3$ was the existence of a correlation between the root type and the root types of the attached connected graphs. In this section we show how we can overcome these (and other) kinds of problems. We start with the observation that the equation characterizing (rooted) connected graphs in terms of blocks can be iteratively written as follows:

$$C^\bullet(x) = x \exp(B^\circ(C^\bullet(x))) = x \exp(B^\circ(x \exp(B^\circ(C^\bullet(x)))))) = \ldots$$  \hspace{1cm} (16)

When stopping after $h$ iterations, Equation (16) says that a rooted connected graph is obtained by repeating $h$ times the operation of pasting a set of rooted blocks on vertices, and finally substituting recursively rooted connected graphs on each vertex – in the previous section we did just one iteration.

We introduce now some notation. Let $c^\bullet \in C^\bullet$ be a rooted graph in our graph class. We say that the set of blocks of $c^\bullet$ which are at distance at most $h$ to the root vertex in its block graph is the $h$-root block of $c^\bullet$. We define $B^{(h),\circ}$ to be the family of all possible $h$-root blocks. We write $B^{(h),\circ}(x, w)$ for the EGF associated to $B^{(h),\circ}$, where $x$ encodes vertices on the $h$-root block until level $h - 1$, while the extra parameter $w$ encodes vertices belonging to the blocks pasted in the last step of the iteration (namely, at level $h$). Then, it is satisfies

$$B^{(h),\circ}(x, w) = \exp (xB^{(h-1),\circ}(x, w))$$

with initial condition $B^{(1),\circ}(x, w) = \exp(B^\circ(w))$. From Equation (16) we get that for each $h \geq 1$, $C^\bullet(x) = xB^{(h),\circ}(x, C^\bullet(x))$. In particular $C^\bullet(x) = xB^{(1),\circ}(x, C^\bullet(x)) = x \exp(B^\circ(C^\bullet(x)))$. According to the previous considerations it is obvious that the composition $B^{(h),\circ}(C^\bullet(x))$ is also subcritical. Hence, in we may assume that all the analysis will be done for points $x$ where the function $B^{(h),\circ}(x)$ is analytic. We also write $B^{(h),\circ}(x, w, u)$ for the counting formula of $h$-root blocks, where $u$ marks copies of the subgraph $H$.

Let us now study substructures of $H$ that will be necessary for the encoding. Assume that the block graph of $H$ has diameter $h$. The main observation we exploit is that all copies of $H$ which are incident to the root vertex of $c^\bullet$ are contained in the $h$-root block of $c^\bullet$. Let $\mathcal{H}_0 = \{H_1, \ldots, H_s\}$ be all the connected subgraphs spanned by subsets of blocks of $H$. For a given $H_i \in \mathcal{H}_0$ we denote by $\overline{H_i}$ the set of blocks in $H$ not contained in $H_i$. Given $H_i \in \mathcal{H}_0$ we say that a vertex $v$ in $H_i$ is a virtual cut-vertex if it is either a cut-vertex in $H_i$, or when we embed $H_i$ in $H$, the resulting vertex becomes a cut-vertex in the ambient graph $H$. See Figure 3 for an example of a subgraph with four virtual cut-vertices.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{The graph $H$ and a subgraph of $H$ with four virtual cut-vertices (two of them, in red, are not cut-vertices in the subgraph).}
\end{figure}
We denote then by $\mathcal{H}$ the family of graphs constructed from the graphs in $\mathcal{H}_0$ by rooting one of its virtual cut-vertices. Let $d$ denote the cardinality of $\mathcal{H}$ and let $I = \mathbb{N}^d$ be the set of $d$-dimensional indices $I$. For every $I = (i_1, \ldots, i_d) \in I$ (which we also call profile) we consider the combinatorial family $\mathcal{C}^*_I$ (with exponential generating function $\mathcal{C}^*_I(x, u)$) of rooted connected graphs in $\mathcal{C}^*$ with $i_j$ copies of the $j$-th subgraph of $\mathcal{H}$, $1 \leq j \leq d$, where the virtual cut-vertex coincides with the root vertex of the connected graph in $\mathcal{C}^*_I$. Similarly, we define $\mathcal{B}^*_I$ the family of $h$-rooted blocks whose profile is equal to $I$. Hence, $\mathcal{B}^*_I = \bigcup_{I \in \mathbb{Z}} \mathcal{B}^*_I$.

Let $\mathbf{c} \in \mathcal{C}^*_I$. There are three different types of copies of $H$ in $\mathbf{c}$:

**Case (b)** Copies of $H$ already existing on the $h$-root block of $\mathbf{c}$.

**Case (c)** Copies of $H$ already existing on the rooted connected graphs that we attach at the $h$-root block of $\mathbf{c}$.

**Case (bc)** Copies created by using some subgraph of $H$ from the $h$-root block of $\mathbf{c}$ and completing it to $H$ by using attached rooted connected graphs with convenient profiles.

See Figure 4 for an example of a subgraph $H$ with $h = 2$, and three different copies of $H$ arising from these 3 different sources.

![Figure 4](image-url)  
**Figure 4.** A generic copy of $H$ in the construction may arise from three different sources. The colour of the root block and the rooted connected graphs attached to it is different.

We can now write an expression for $\mathcal{C}^*_I(x, u)$. Let $b_h$ be a $h$-root block. Denote by $|b_h|_2$ the number of vertices of $b_h$ on the $h$-level of the root block, and $|b_h|_1 = |b_h| - |b_h|_2$. We write $\mathbf{I}(|b_h|_2) = (I_1, \ldots, I_{|b_h|_2})$. This set of profiles will be the ones of the rooted connected graphs that we will attach to each vertex of the $h$-level of the $h$-root block. Also, when fixed $b_h$ and a set of profiles $\mathbf{I}(|b_h|_2)$, we write

- $G_1(b_h)$ for the number of copies of $H$ in Case (b).
- $G_2(b_h, \mathbf{I}(|b_h|_2))$ for the number of copies of $H$ in Case (bc).

Observe that both $G_1(b_h)$ and $G_2(b_h, \mathbf{I}(|b_h|_2))$ depend on the specific structure of $b_h$ (and also on the set of the profiles $\mathbf{I}(|b_h|_2)$ in $G_2$). With this terminology in mind, now it is easy to write an equation for $\mathcal{C}^*_I(x, u)$:

$$\mathcal{C}^*_I(x, u) = x \sum_{b_h \in \mathcal{B}^*_I} \sum_{\mathbf{I}(|b_h|_2)} u^{G_1(b_h) + G_2(b_h, \mathbf{I}(|b_h|_2))} \prod_{i=1}^{\frac{|b_h|_1}{|b_h|_2}} \mathcal{C}^*_i(x, u),$$

where the second sum is extended to all possible sets of $|b_h|$ profiles. We are now ready to prove Theorem 1 by analyzing Equation (15). We write $y_I = (\mathcal{C}^*_I(x, u))_I$, which is a solution to the infinite system of equations $y_I = F_I(x, y, u)$ with

$$y_I = F_I(x, y, u) = x \sum_{b_h \in \mathcal{B}^*_I} \sum_{\mathbf{I}(|b_h|_2)} u^{G_1(b_h) + G_2(b_h, \mathbf{I}(|b_h|_2))} \prod_{j=1}^{\frac{|b_h|_1}{|b_h|_2}} y_{I_j}.$$
We can now check that this system of equations satisfies the conditions of Theorem [3.5]. We may assume in all the analysis that all variables \(y_1, x\) are positive. Let us start with the partition property. By writing \(u = 1\), we get that \(F_1(x, y, 1)\) is equal to

\[
F_1(x, y, 1) = x \sum_{b_n \in B^{(1)}_{\text{bc}}} \frac{x^{b_n[1]}}{|b_n|_1} \prod_{j=1}^{b_n[2]} y_{I_j} = xB^{(1),o}_{I} \left(x, \sum_{j} y_{J_j} \right).
\]  

(18)

Hence, \(F_1(x, y, 1)\) is equal to \(xB^{(1),o}_{I}(x, \sum_{j} y_{J_j})\), and Condition \(\text{(9)}\) is satisfied. Let us check now Condition \(\text{(10)}\). Observe that

\[
\|I\|_m \tilde{F}_1(x, y) = \sum_{I} xB^{(1),o}_{I}(x, y) = xB^{(1),o}(x, y) = F(x, y),
\]

which is analytic in \(x\) and \(y\) due to the subcritical condition (recall that with this notation, \(C^*(x) = F(x, C^*(x))\)). Also, the condition assuring that this system of equations is well defined and analytic in the functional space considered in Remark \(\text{[3.6]}\) is satisfied by taking a sufficiently large (but bounded) number of derivatives of \(F_1(x, y)\) with respect to \(y\). Again, by the subcritical condition all these derivatives are bounded and consequently, for each choice of \(m \geq 1\)

\[
\sum_{I} \|I\|_m \tilde{F}_1(x, y) \leq \left(xy \frac{\partial^2}{\partial x \partial y} \right)^{m f_1(|H|)} F(x, y),
\]

for a certain function \(f_1\) that only depends on the size of \(|H|\) (and hence, it is bounded). This fact finally proves the first part of the conditions. Let us show now Condition \(\text{(11)}\). We only argue the case \(r = 1\), as the arguments for the second and the third derivatives are very similar (but much longer). We will show that the terms can be bounded by a constant number of derivatives (depending on \(|H|\) of an analytic function, hence the resulting value will be bounded as well. We need first to bound the following derivative at \(t = 0\):

\[
\left| \frac{\partial}{\partial t} F_1(x, y, e^{it}) \right| = \left| x \frac{\partial}{\partial t} \sum_{b_n \in B^{(1)}_{\text{bc}}} \sum_{I(b_n[2])} \frac{x^{b_n[1]}}{|b_n|_1} \prod_{j=1}^{b_n[2]} y_{I_j} \right| = x \sum_{b_n \in B^{(1)}_{\text{bc}}} \sum_{I(b_n[2])} (G_1(b_n) + G_2(b_n, I(b_n[2]))) \frac{x^{b_n[1]}}{|b_n|_1} \prod_{j=1}^{b_n[2]} y_{I_j}
\]

Hence we have two different contributions, namely expressions \(G_1(b_n)\) and \(G_2(b_n, I(b_n[2]))\). Observe first that \(G_1(b_n)\) counts the number of copies of \(H\) in \(b_n\), hence it is bounded by \(O(|b_n|^{\frac{|H|}{2}})\). Consequently, we have the bound

\[
x \sum_{b_n \in B^{(1)}_{\text{bc}}} \sum_{I(b_n[2])} G_1(b_n) \frac{x^{b_n[1]}}{|b_n|_1} \prod_{j=1}^{b_n[2]} y_{I_j} \leq \left(xy \frac{\partial^2}{\partial x \partial y} \right)^{|H|} \tilde{F}_1(x, y)
\]

which is bounded, and hence

\[
x \sum_{I} \|I\|_m \sum_{b_n \in B^{(1)}_{\text{bc}}} \sum_{I(b_n[2])} G_1(b_n) \frac{x^{b_n[1]}}{|b_n|_1} \prod_{j=1}^{b_n[2]} y_{I_j} \leq x \sum_{I} \|I\|_m \left(xy \frac{\partial^2}{\partial x \partial y} \right)^{|H|} \tilde{F}_1(x, y) \leq x \left(xy \frac{\partial^2}{\partial x \partial y} \right)^{m f_1(|H|) + |H|} F(x, y).
\]

It finally remains to study the contribution \(G_2(b_n, I(b_n[2]))\), which is the number of copies of \(H\) created in Case \((bc)\). We can obtain a bound for \(G_2(b_n, I(b_n[2]))\) by using that the size of \(H\) is bounded by \(|H|\). Observe that any copy created in Case \((bc)\) (and hence counted by \(G_2\)) is obtained by taking a subgraph of \(H\) in the \(h\)-root block, and completing it to \(H\) by attaching at most \(|H|\)
Finally we can get bounded expressions for the weighted sum with coefficients analyzing the function $G$

By assumption, the sum

where the sum in the previous expression is extended to all subsets of size $|H|$ of \{1, \ldots, |b_h|\}. Observe that the total number of sum terms is bounded then by $|b_h|^{|H|}$. Putting now all together we get the following:

By assumption, the sum $\sum I_i |I_i| y_I$ is bounded, hence the previous term is bounded as well. Finally we can get bounded expressions for the weighted sum with coefficients $|I|^m$, as we did when analyzing the function $G_1(b_h)$. This concludes the study for the first derivative. As mentioned, case $r = 2$ and $r = 3$ can be similarly handled and obtain similarly bounded expressions.

This concludes the proof of Theorem 1.1.

6. Computations

In this section we computationally analyze the statistics for some small subgraphs in series-parallel graphs (also written as SP graphs). In particular, we compute the subgraph statistics for triangles in a uniformly at random 2-connected and connected SP graph of size $n$. We also compute the subgraph statistics for triangles in a uniformly at random 2-connected SP graph of size $n$, which is technically different to the case of triangles, but the connected case is analogous and we skip it. Additionally, our methodology gives easily the asymptotic enumeration of SP graphs avoiding the subgraph under consideration. In this prominent case, it is straightforward to apply Remark 3.3 in order to justify that the corresponding constant $\sigma_H > 0$. Hence, for all subgraphs in the connected level the second statement in the Main Theorem 1.1 will hold.

In order to analyze SP graphs we use a variant of Tutte’s decomposition into 3-connected components, as depicted in [42]. Recall that this strategy is used when a class of graphs satisfies that a graph belongs to the family if and only if its connected, 2-connected and 3-connected components also belong to, as it is the case in SP graphs.

As already mentioned, a connected graph is obtained from its tree decomposition into 2-connected blocks. A 2-connected graph is decomposed into 3-connected graphs using networks to join the pieces. In the case of SP graphs there are no 3-connected graphs, so we start with networks as the basic building blocks. The key point here is that networks are easy to be built, so we can control the appearance of simple structures, like cycles. If these structures are 2-connected then they can only appear inside 2-connected blocks, so if we count them at the 2-connected level then Tutte’s decomposition gives the total number for general graphs.

In one of the steps of the decomposition we have to obtain a 2-connected graph from a network. In general, a network is obtained by picking an edge of the 2-connected graph and performing some minor corrections. Therefore, in order to obtain a 2-connected graph from a network we have to ’forget’ a root edge. Since we can translate the action of rooting an edge in terms of generating functions as differentiating with respect to the variable that counts edges, we can translate the opposite action (forgetting the root) as the integration with respect to the same variable. This was done in [21] to obtain the generating function of 2-connected planar graphs. However, we will use a more recent approach, purely combinatorial, defined following the ideas of the grammar developed
6.1. Triangles in series-parallel graphs. Since there are no 3-connected SP graphs, we start by computing the generating functions \( D^\bullet(x, y, u) \) of networks, where \( x, y \) mark vertices and edges, respectively. We add the additional parameter \( u \) which is used to encode triangles.

Recall that a network is obtained from a 2-connected series-parallel graph by choosing and orienting an edge. It might not occur in the graph, and the vertices incident to it, the poles, are not labelled, but instead one of them is consider to be 0, and the other one is \( \infty \). For convenience we split both series and parallel generating functions as follows. We define \( P_0^\bullet := P_0^\bullet(x, y, u) \) as the generating function of parallel networks that do not contain an edge between the poles, whereas \( P_1^\bullet := P_1^\bullet(x, y, u) \) is the generating function of parallel networks where there is an edge connecting the poles. For convenience, we include the network consisting of a single edge in \( P_1^\bullet \).

We define \( S_2^\bullet := S_2^\bullet(x, y, u) \) as the generating function of series networks where there is a path of length exactly 2 between the poles, or equivalently where there exists a single cut vertex. We also define \( S_3^\bullet := S_3^\bullet(x, y, u) \) as the remaining series networks. Namely, the ones where the graph distance between the poles is at least 3. The generating function \( D^\bullet := D^\bullet(x, y, u) \) can be expressed then as the solution of the following system of equations:

\[
\begin{align*}
D^\bullet &= P_0^\bullet + P_1^\bullet + S_2^\bullet + S_3^\bullet \\
P_0^\bullet &= \exp_2(S_2^\bullet + S_3^\bullet) \\
P_1^\bullet &= y \exp(u S_2^\bullet + S_3^\bullet) \\
S_2^\bullet &= x(P_1^\bullet)^2 \\
S_3^\bullet &= x D^\bullet P_0^\bullet + x P_1^\bullet (P_0^\bullet + S_2^\bullet + S_3^\bullet).
\end{align*}
\]

A graph in \( P_0^\bullet \) is obtained as a set of at least two series graphs in parallel, since no series graph has an edge between the poles. A graph in \( P_1^\bullet \) is obtained by putting a set of series graphs in parallel with an edge. Note that each series graph that contains a path of length 2 between the poles will produce a triangle. A graph in \( S_2^\bullet \) has a single cut vertex, and an edge joining it to both poles, which might be in parallel with other series graphs, so we need two copies of \( P_1^\bullet \). A graph in \( S_3^\bullet \) has at least one cut vertex. Let \( x \) be the cut vertex closest to pole 0. There are two options: either \( x \) is joined to pole 0 by an edge, and therefore by a graph in \( P_1^\bullet \), or it is joined to pole 0 by a graph in \( P_0^\bullet \). In the former case, there cannot be an edge between \( x \) and \( \infty \), so there must be a graph in \( P_0^\bullet \), \( S_2^\bullet \), or \( S_3^\bullet \) that joins \( x \) and \( \infty \). In the latter case any network is possible, since the distance between the poles will be at least 3.

From these equations we deduce that triangles can only come up from parallel constructions where the poles are connected by an edge and at least one path of length 2. The generating function \( D^\bullet(x, y, u) \) cannot be expressed in terms of elementary functions, but we can obtain the
first terms of its expansion near 0:
\[
D^\bullet(x, y, u) = y + (y^2 + u y^3) x + (2 y^3 + 3 y^4 + 4 u y^4 + 5 u^2 y^5) \frac{x^2}{2!} + (6 y^4 + 30 y^5 + 7 y^6 + 18 u y^6 + 48 u y^6 + 30 u^2 y^7 + 49 u^3 y^7) \frac{x^3}{3!} + O(x^4).
\]

Now that we know \(D^\bullet\) and the auxiliary functions \(P_0^\bullet\), \(P_1^\bullet\), \(S_2^\bullet\) and \(S_3^\bullet\), we can use the Dissymmetry Theorem for trees in order to obtain the generating function \(B^\bullet(x, y, u)\) of 2-connected SP graphs, where \(x, y, u\) marks vertices, edges and triangles, respectively. We will use the same approach as in \[3\]: since the class of 2-connected SP graphs is tree-decomposable, we can apply the following bijection.

\[
B^\bullet + B_{e-o}^\bullet \simeq B_{e-o}^\bullet + B_{o-o}^\bullet,
\]

where \(B^\bullet\) represents the class of 2-connected SP graphs with a distinguished vertex in the tree decomposition, i.e., either a ring or a multiedge, \(B_{e-o}^\bullet\) represents the class of 2-connected SP graphs with a distinguished edge in the tree decomposition, which must be incident to both a ring and a multiedge, and \(B_{o-o}^\bullet\) represents the class of 2-connected SP graphs with a distinguished oriented edge in the tree decomposition. This leads to the following expressions:

\[
B_R^\bullet(x, y, u) = \text{Cyc}(x(P_0^\bullet + P_1^\bullet)) + (u - 1) \frac{x^2 P_1^\bullet}{6},
\]

\[
B_M^\bullet(x, y, u) = \frac{x^2}{2} \left( y \exp_{\geq 2}(u S_2^\bullet + S_3^\bullet) + \exp_{\geq 3}(S_2^\bullet + S_3^\bullet) \right)
\]

\[
B_{MR}^\bullet(x, y, u) = \frac{x^2}{2} \left( (S_2^\bullet + S_3^\bullet)(P_0^\bullet + P_1^\bullet - y) + (u - 1)(P_1^\bullet - y) S_2^\bullet \right),
\]

where \(B_R^\bullet\) represents the class of 2-connected SP graphs with a distinguished ring in the tree decomposition, \(B_M^\bullet\) represents the class of 2-connected SP graphs with a distinguished multiedge in the tree decomposition, and \(B_{MR}^\bullet\) represents the class of 2-connected SP graphs with a distinguished pair of incident ring and multiedge. In the case of \(B_R^\bullet\) we have to consider the special case where the ring is of length three, and the parallel networks that replace the edges of the ring are of the kind \(P_1^\bullet\), since this generates a new triangle, as it is shown in Figure 5. In the case of \(B_M^\bullet\) we distinguish 2 cases, depending on whether one of the edges of the multiedge is not replaced with a series network, but with an edge, since this generates a new triangle for every other edge replaced with a series network in \(S_2^\bullet\). In the case of \(B_{MR}^\bullet\) we have to take into account the special situation where both conditions happen at the same time.

![Figure 5. 2-connected series parallel graph rooted in a ring of length 3. The shaded regions plus the edges represent parallel networks of the kind \(P_1^\bullet\).](image-url)
Note that this is not a system of equations provided that we know the values of \( P_0^\bullet, P_1^\bullet, S_2^\bullet \) and \( S_3^\bullet \). Finally, following [4], the generating function \( B^\bullet(x, y, u) \) is obtained as

\[
B^\bullet(x, y, u) = \frac{1}{2} x^2 y + B_R^\bullet(x, y, u) + B_M^\bullet(x, y, u) - B_{MR}^\bullet(x, y, u). \tag{20}
\]

In the last step we just compute the generating function \( G^\bullet(x, y, u) \) as the set of its connected components, encoded as the exponential of \( C^\bullet(x, y, u) \), which at the same time can be obtained from the decomposition into 2-connected components, encoded as \( B^\bullet(x, y, u) \), by a standard integration. This determines the generating function \( G^\bullet(x, y, u) \) of SP graphs where \( x \) counts vertices, \( y \) counts edges and \( u \) counts triangles.

6.1.1. Number of triangles. Now that we have the generating function \( G^\bullet(x, y, u) \), by means of the Quasi-Powers Theorem (see [24]) we can show that the number of triangles tends to a normal law, and obtain its mean and variance. We will not consider the number of edges any more, so we can assume that \( y = 1 \). In all this section all generating functions are evaluated at this point, and hence, we only use variable \( x \) and \( u \).

The first lemma gives the singularity type of the networks:

**Lemma 6.1.** The generating function \( S^\bullet_3(x, u) \) of networks where the distance between the poles is greater than 2 satisfies

\[
S^\bullet_3(x, u) = g_3(x, u) - h_3(x, u) \sqrt{1 - \frac{x}{R^\bullet(u)}},
\]

for functions \( g_3(x, u) \) and \( h_3(x, u) \) analytic in a neighbourhood of the point \( (x, u) = (R, 1) \), \( R = R^\bullet(1) \approx 0.12800 \), and where \( R^\bullet(u) \) is the singularity curve of \( S^\bullet_3(x, u) \).

**Proof.** We will use the techniques shown in [7]. In particular, we will use [8] Theorem 2, which is a consequence of [7] Theorem 2.33. First, we need to adapt the equations so that they satisfy the hypothesis of [8] Theorem 2. The new equations are:

\[
S^\bullet_3 = x \exp(2uS^\bullet_2 + 2S^\bullet_3) = F_1(x, S^\bullet_2, S^\bullet_3, u)
\]

\[
S^\bullet_4 = x(\exp_{\geq 2}(S^\bullet_2 + S^\bullet_3)(\exp_{\geq 2}(S^\bullet_2 + S^\bullet_3) + \exp(uS^\bullet_2 + S^\bullet_3)) + \exp(uS^\bullet_2 + S^\bullet_3))\exp_{\geq 1}(S^\bullet_2 + S^\bullet_3)) = F_2(x, S^\bullet_2, S^\bullet_3, u)
\]

Since the functions \( F_1, F_2 \) are analytic in the complex plane, they satisfy the hypothesis of [8] Theorem 2. Moreover, in [3] the authors show that for \( u = 1 \) the system has a unique solution, for which \( x = R \approx 0.12800 \). Since the system is aperiodic, there is a unique singularity, which implies the existence of a square-root expansion around \( (x, u) = (R, u = 1) \), which in particular implies the statement. \( \Box \)

By means of Equation (19), all different network classes can be expressed in terms of both \( S^\bullet_3(x, u) \) and \( S^\bullet_2(x, u) \). Hence, all network classes have a similar expression. This observation makes the following lemma an straightforward result:

**Lemma 6.2.** The generating function \( B^\bullet(x, u) \) of 2-connected SP graphs where \( x \) marks vertices and \( u \) marks triangles satisfies

\[
B^\bullet(x, u) = g_B(x, u) - h_B(x, u) \sqrt{1 - \frac{x}{R^\bullet(u)}}, \tag{21}
\]

where \( g_B \) and \( h_B \) are analytic in a neighbourhood of the point \( (x, u) = (R, 1) \), \( R = R^\bullet(1) \approx 0.12800 \), and where \( R^\bullet(u) \) is the function described in Lemma 6.1.

As described in [22], the dominant singularity of both \( C(x, u) \) and \( G(x, u) \) arises from a branch point of the equation defining \( C^\bullet(x, u) \) in terms of \( B^\bullet(x, u) \). We write \( \tau^\bullet(u) \) the solution to the equation \( \tau^\bullet(u)B^\bullet(\tau^\bullet(u), u) = 1 \). The singularity of \( C(x, u) \) (and also \( G(x, u) \)) is located at \( \rho^\bullet(u) = \tau^\bullet(u) \exp(-B^\bullet(\tau^\bullet(u), u)) \). Note that, since both \( C(x, u) \) and \( G(x, u) \) are aperiodic, the singularity is unique.

Next step is to deduce from the previous lemmas the limiting distribution for the number of triangles. We already know that in the connected level this random variable follows a normal
variable. In the next lemma we particularize the result in the case of 2-connected graphs in the family:

**Theorem 6.3.** The number of triangles $W_n^\triangle$ of a uniformly at random 2-connected SP graph with $n$ vertices is asymptotically normal distributed, with

$$E[W_n^\triangle] = \mu_{\triangle, 2} n (1 + o(1)), \quad \text{Var}[W_n^\triangle] = \sigma_{\triangle, 2}^2 n (1 + o(1)),$$

where $\mu_{\triangle, 2} \approx 0.45242$ and $\sigma_{\triangle, 2}^2 \approx 0.45997$.

**Proof.** To get the constant in the expectation and variance, we compute both $R^\triangle(\mu)$ and $R^\triangle''(\mu)$ by means of the equations for networks. As both parameters

$$\mu_{\triangle, 2} = -\frac{R^\triangle'(\mu)}{R^\triangle(\mu)}, \quad \sigma_{\triangle, 2}^2 = -\frac{R^\triangle''(\mu)}{R^\triangle(\mu)} - \left( \frac{R^\triangle'(\mu)}{R^\triangle(\mu)} \right)^2,$$

are strictly greater than 0, we can apply the Quasi-Powers Theorem over the expression in Equation (21), and the result holds straightforward. \qed

Finally, we are able to compute the number of triangles in a uniformly at random SP graph of size $n$.

**Theorem 6.4.** The number of triangles $X_n^\triangle$ of a SP graph with $n$ vertices is asymptotically normal, with

$$E[X_n^\triangle] = \mu_{\triangle} n + O(1), \quad \text{Var}[X_n^\triangle] = \sigma_{\triangle}^2 n + O(1),$$

where $\mu_{\triangle} \approx 0.39481$ and $\sigma_{\triangle}^2 \approx 0.41450$.

**Proof.** The normality of the random variable is assured by the fact that SP graphs are subcritical, which implies that we can apply [7, Theorem 2.23] to the decomposition of a connected graph into 2-connected blocks:

$$C^\bullet = F(x, C^\bullet, u) = x \exp(B^o(C^\bullet, u)),$$

and we obtain $E[X_n^\triangle]$ and $\text{Var}[X_n^\triangle]$ from the explicit expression of $F$ in terms of $B^o$. \qed

Observe the same limiting distribution holds for the number of triangles in a uniformly at random (general) SP graph on $n$ vertices.

One may compare these values with the expected number of pending triangles in a random SP graph, computed in [22] as approximately $2.2313 \times 10^{-3} n$. As expected, the number of appearances of a triangle in a random SP graph is much smaller than the number of occurrences of the triangle in a random SP graph.

### 6.1.2. Enumeration of triangle-free series-parallel graphs

If we write $u = 0$ in the equations of the previous section we get the generating function of triangle-free SP graphs. In this subsection we provide the asymptotic analysis of such family, which is interesting by itself.

In all this section we use the equations in the introduction of Section 6.1 with the value $u = 0$. In order to emphasize that we are considering triangle-free families, we use the superindex $\triangle$ instead of $\bullet$. We start studying the singular behaviour for networks.

**Lemma 6.5.** Fix $y$ in an small neighbourhood of 1. The generating function $S_3^\triangle(x, y)$ of triangle-free series networks where the poles are at a distance greater than 2 has a positive singularity $R^\triangle(y)$, and the following singular expansion in a dented domain $\Delta$ at a certain $x = R_{\Delta}(y)$:

$$S_3^\triangle(x, y) = a_0^\triangle(y) + a_1^\triangle(y) X + a_2^\triangle(y) X^2 + a_3^\triangle(y) X^3 + O(X^4),$$

where $X = \sqrt{1 - x/R_{\Delta}(y)}$. In particular, $R_{\Delta}(1) \approx 0.19635$.

**Proof.** First, note that if we assign $u = 0$ in the equations defining the networks in Equation (19), then we can express $S_3^\triangle$ as the solution of the following single implicit equation:

$$S_3^\triangle = x \left( \left( \exp_{\geq 2}(xy^2 e^{2S_3^\triangle} + S_3^\triangle) \right) \left( \exp_{\geq 1}(xy^2 e^{2S_3^\triangle} + S_3^\triangle) + ye^{S_3^\triangle} \right) + ye^{S_3^\triangle} \exp_{\geq 1}(xy^2 e^{2S_3^\triangle} + S_3^\triangle) \right).$$

(22)
We write the right hand side of Equation (22) as \( G(S_3, x, y) \). Then, for every choice of \( y \) in a neighbourhood of 1, we need to check that \( S_3 \) satisfies a so-called smooth implicit-function scheme (see the work of Meir and Moon [34], see also [16, Section VII. 4.1.]) of the form \( S_3 = G(S_3, x, y) \). In this context, if \( G \) verifies some analytic conditions, then the solution \( S_3(x, y_0) \) of the equation admits an square root expansion in a domain dented at its singularity. We now check the conditions:

1. \( G(U, x, y) \) must be analytic in a given complex region. In our case it is an entire function.
2. The coefficients \( g_{m,n}(y) \) of the Taylor expansion of \( G(U, x, y) \) with respect to \( U \) and \( x \) must be non-negative, as it is the case. Moreover \( g_{0,0}(y) = 0 \), and \( g_{0,1}(y) = 0 \neq 1 \).
3. \( g_{m,n}(y) \) must be positive for some \( m \) and some \( n \geq 2 \). Since \( g_{1,2}(y) = 2g \), this holds for any \( y \) in an small neighbourhood of 1.
4. The singularity must be unique, which is true since the generating function is aperiodic.
5. Finally, for each choice of \( y \) in an small neighbourhood of 1, we need the existence of a solution \( R_\Delta(y) \) and \( a_0(y) \) satisfying the characteristic system

\[
a_\Delta(y) = G(a_0(y), R_\Delta(y), y), \quad 1 = G_U(a_0(y), R_\Delta(y), y).
\]

Direct computations for \( y = 1 \) gives that such system of equations has a valid solution \( a_\Delta(1) \approx 0.15545 \) and \( R_\Delta \approx 0.19635 \). Finally, this statement is also true in an small neighbourhood of \( y = 1 \) by the fact that both equations in system (23).

In conclusion, the implicit-function scheme \( S_3 = G(x, S_3, y) \) is smooth for \( y = 1 \), by continuity of the equations it is also smooth for \( y \) in an small neighbourhood of \( y = 1 \). Hence for each choice of \( y \) in a small neighbourhood of 1, \( S_3 \) admits a square-root expansion in a domain dented at \( R_\Delta(y) \), as we wanted to show.

Once we have the singularity behaviour of \( S_3(x, y) \) for \( y \) close enough to 1, we can compute the coefficients of its singular expansion at a given value of \( y = 1 \). This computation is enclosed in the following lemma.

**Lemma 6.6.** We have that the coefficients on the singular expansion of \( S_3(x, 1) \) in a domain dented at \( x = R_\Delta(1) \approx 0.19635 \) are equal to:

\[
a_0(1) = a_0^\Delta \approx 0.15545, \quad a_1(1) = a_1^\Delta \approx -0.34792, \quad a_2^\Delta(1) \approx 0.27799, \quad a_3^\Delta(1) \approx -0.16276.
\]

In particular, \( a_i^\Delta(y) \neq 0 \) for \( i \in \{0, \ldots, 3\} \) and \( y \) in an small neighbourhood of 1.

**Proof.** We just apply indeterminate coefficients over Equation (22). By continuity of the functions \( a_i^\Delta(y) \), the final statement holds as well.

By using this singular expansion for \( S_3(x, 1) \) we can obtain the corresponding coefficients of the singular expansion of the rest of the networks counting formulas:

**Lemma 6.7.** The generating functions \( P_0^\Delta, P_1^\Delta, S_2^\Delta \) and \( D^\Delta \) have the following singular expansions in a domain dented at \( x = R_\Delta(y) \):

\[
\begin{align*}
P_0^\Delta &= p_0^\Delta(y_0) + p_1^\Delta(y_0)X + p_2^\Delta(y_0)X^2 + p_3^\Delta(y_0)X^3 + O(X^4) \\
P_1^\Delta &= q_0^\Delta(y_0) + q_1^\Delta(y_0)X + q_2^\Delta(y_0)X^2 + q_3^\Delta(y_0)X^3 + O(X^4) \\
S_2^\Delta &= s_0^\Delta(y_0) + s_1^\Delta(y_0)X + s_2^\Delta(y_0)X^2 + s_3^\Delta(y_0)X^3 + O(X^4) \\
D^\Delta &= d_0^\Delta(y_0) + d_1^\Delta(y_0)X + d_2^\Delta(y_0)X^2 + d_3^\Delta(y_0)X^3 + O(X^4),
\end{align*}
\]

where \( X = \sqrt{1 - x/R_\Delta(y)} \). In particular, when \( y = 1 \) and \( R_\Delta(1) \approx 0.19635 \) we have that

\[
\begin{align*}
p_0^\Delta(1) &\approx 0.10374, \quad p_1^\Delta(1) \approx -0.28169, \quad p_2^\Delta(1) \approx 0.33606, \quad p_3^\Delta(1) \approx -0.31761, \\
q_0^\Delta(1) &\approx 1.16818, \quad q_1^\Delta(1) \approx -0.40643, \quad q_2^\Delta(1) \approx 0.39544, \quad q_3^\Delta(1) \approx -0.31132, \\
d_0^\Delta(1) &\approx 1.69532, \quad d_1^\Delta(1) \approx -1.22249, \quad d_2^\Delta(1) \approx 0.95538, \quad d_3^\Delta(1) \approx -0.81117.
\end{align*}
\]
\[ s_0^\Delta(1) \approx 0.26795, \ s_1^\Delta(1) \approx -0.18645, \ s_2^\Delta(1) \approx -0.05411, \ s_3^\Delta(1) \approx -0.01948. \]

Additionally, all the terms are different to 0 when \( y \) belongs to an small neighbourhood of 1.

**Proof.** Observe that \( P_0^\Delta, P_1^\Delta, S_2^\Delta \) and \( D^\Delta \) can be expressed explicitly in terms of \( S_3^\Delta \). Hence we can use the coefficients of the expansion of \( S_3^\Delta \) obtained in [23] to compute the expansion for the all other functions. The last statement follows from continuity and the fact that the computations give coefficients different from 0.

We can go now directly to get the singular expansions for \( B^\Delta(x,y) \):

**Theorem 6.8.** The generating function \( B^\Delta(x,y) \) of triangle-free SP networks has the following singular expansion in a domain denoted at \( R_\Delta \) of the form

\[ B^\Delta = b_0^\Delta(y) + b_2^\Delta(y)X^2 + b_3^\Delta(y)X^3 + O(X^4), \]

where \( X = \sqrt{1 - x/R_\Delta(y)} \). In particular, when \( y = 1 \) and \( R_\Delta(1) \approx 0.19635 \) we have that

\[ b_0^\Delta(1) \approx 0.01964, \quad b_2^\Delta(1) \approx -0.04123, \quad b_3^\Delta(1) \approx 0.00359. \]

Moreover, \( b_0^\Delta(y) \), \( b_2^\Delta(y) \) and \( b_3^\Delta(y) \) are different to 0 for \( y \) close enough to 1, and the term \( b_1^\Delta(y) \) of \( X \) is 0 for any \( y \) close enough to 1.

**Proof.** Replacing \( P_0^\Delta \), \( P_1^\Delta \), \( S_2^\Delta \), \( S_3^\Delta \) with their singular expansion in the equation [23] gives directly square-root expansions for \( B^\Delta \). Note that \( B^\Delta \) can also be obtained from \( P_1^\Delta \) by the equation

\[ 2y \frac{\partial B^\Delta}{\partial y} = x^2P_1^\Delta. \]

This is true because by our encoding the only networks which contains the root edge are the ones considered in \( P_1^\Delta \). This implies that the singular expansion of \( B^\Delta \) must start at \( X^3 \), so that after differentiating it we get the singular expansion of \( P_1^\Delta \).

We can now apply the Transfer Theorem for singularity analysis [15] in order to get the first asymptotic counting formulas:

**Theorem 6.9.** The number \( b_n^\Delta \) of 2-connected triangle-free SP graphs with \( n \) vertices is asymptotically equal to

\[ b^\Delta \cdot n^{-5/2} \cdot R_\Delta^{-1} \cdot n! \cdot (1 + o(1)), \]

where \( b^\Delta \approx 0.00152 \) and \( R_\Delta^{-1} \approx 5.09289 \).

**Proof.** Applying the Transfer Theorem to the singular expansion.

Now we can move to the connected level. In this case, the solution of the equation \( \tau B^*(\tau) = 1 \) is located at \( \tau = 0.19631 \), and hence the singularity of \( C^*(x) \) is located at \( \rho = 0.19403 \). We can then state the final enumerative theorem in this subsection:

**Theorem 6.10.** The number of connected and general triangle-free SP graphs with \( n \) vertices \( (c_n^\Delta \) and \( g_n^\Delta \), respectively) is asymptotically equal to

\[ c^\Delta \cdot n^{-5/2} \cdot \rho_\Delta^{-1} \cdot n! \cdot (1 + o(1)), \quad g^\Delta \cdot n^{-5/2} \cdot \rho_\Delta^{-1} \cdot n! \cdot (1 + o(1)), \]

where \( c^\Delta \approx 0.00473, \ g^\Delta \approx 0.00563 \) and \( \rho_\Delta^{-1} \approx 6.28155 \).

**Proof.** This is an straightforward computation. Due to the subcritical scheme, the singularity of both \( C^\Delta(x,1) \) and \( G^\Delta(x,1) \) arise from a branch point. The solution to the equation \( xB^*(x) = 1 \) is given by \( \tau_\Delta = 0.19629 \). Such value gives that \( C(x) \) ceases to be analytic at \( x = \rho_\Delta = 0.15920 \). We apply then the Transfer Theorem to the resulting singular expansion, joint with the expressions of the coefficients of the singular expansions that were obtained in [22 Proposition 3.10].
As a direct consequence of these computations, the probability that a uniformly at random triangle-free SP graph of size \( n \) is connected is equal to \( \exp(-C_0) \approx 0.83962 \) (see [22, Theorem 4.6]).

These enumerative results complement previous ones concerning SP graphs with certain obstructions. In Table 2, the constant growth for (connected) SP graphs, triangle-free SP graphs and bipartite SP graphs is shown. The constant for the full family was obtained in [3], while the asymptotic enumeration for bipartite SP graphs can be found in [38].

<table>
<thead>
<tr>
<th>Family</th>
<th>Constant growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Series-Parallel</td>
<td>9.07359</td>
</tr>
<tr>
<td>Triangle-free Series-Parallel</td>
<td>6.28155</td>
</tr>
<tr>
<td>Bipartite Series-Parallel</td>
<td>5.30386</td>
</tr>
</tbody>
</table>

Table 2. Constants growth for series-parallel graphs, and for subfamilies (triangle-free and bipartite).

It is interesting to observe that the asymptotics for triangle-free graphs and bipartite graphs is different. This fact contrasts with the picture that emerges in the general graph setting: as it was proven by Erdős, Kleitman and Rothschild in [13], the number of triangle-free graphs with \( n \) vertices is asymptotically equal to the number of bipartite graphs with \( n \) vertices.

6.2. 4-cycles. For the sake of conciseness and in order to show a new set of equations we analyze the statistics of 4-cycles \( C_4 \) in 2-connected SP graphs. We proceed as we did in the previous section: we get first the equations defining networks, and then we build the counting formulas of 2-connected SP graphs. We do not deal with the connected and general setting, because we are in the subcritical case and the procedure will be very similar to the case of triangles.

The combinatorial ideas to get the generating functions for networks (encoding now the number of cycles of length 4) are similar to the ones used before. We denote by \( S_2^2, S_3^2 \) and \( S_\infty^2 \) series networks where the poles are at distance 2, 3 and more than 3, respectively. Observe that the first two networks could contribute to the creation of 4-cycles (by means of parallel operations), while the term \( S_\infty^2 \) cannot. Similarly, we define \( P_1^2, P_2^2 \) and \( P_\infty^2 \) parallel networks where the distance of the poles is equal to 1, 2 or more than 2. In particular the single edge is encoded in \( P_1^1 \). The total counting formula for networks is encoded by \( D_2^2 \).

Note that there is a difference with respect to triangles. A series network where the poles are at distance 2 has a unique path of length 2 between the poles. This is not true for the case of paths of length 3: both \( S_2^2 \) and \( S_3^2 \) may have an arbitrary number of paths of length 3, and each of those will form a 4-cycle if we put it in parallel with an edge. This is why we need two additional functions, \( S_3^2 \) and \( S_\infty^2 \), that count series networks that will be put in parallel with an edge, and therefore each path of length three will contribute with a new 4-cycle. In other words, in \( S_3^2 \) and \( S_\infty^2 \) the variable \( u \) counts both 4-cycles and paths of length 3 between the poles.

In order to count paths of length 3 we need to note that some of them come from paths of length 2 in the parallel networks that we put in series. Therefore, we will denote as \( P_2^2 \) and \( P_\infty^2 \) the parallel networks where \( u \) counts both 4-cycles and paths of length 2 between the poles. These paths in turn come from series networks, so we use again the property that a series network whose poles are at distance 2 have a unique path of length 2 between the poles. This gives the following equations:
\[
D^n = S_2^n + S_3^n + S_\infty^n + P_1^n + P_2^n + P_\infty^n,
\]
\[
S_2^n = x(P_1^n)^2,
\]
\[
S_3^n = x \left( \frac{P_1}{P_2} \right)^2,
\]
\[
S_\infty^n = x(P_1^n (P_2^n + S_3^n + P_2^n P_1^n),
\]
\[
S_\infty^n = x(P_1^n (P_\infty^n + S_3^n + S_\infty^n) + P_2^n (S_2^n + S_3^n + S_\infty^n + P_2^n + P_\infty^n) + P_\infty^n D^n),
\]
\[
P_4^n = y \left( \exp(S_3^n + S_\infty^n) \sum_{k \geq 0} u^{(k)} \left( \frac{S_2^n}{k!} \right) \right),
\]
\[
P_2^n = S_2^n \exp_{\geq 1}(S_3^n + S_\infty^n) + \exp(S_3^n + S_\infty^n) \sum_{k \geq 2} u^{(k)} \left( \frac{S_2^n}{k!} \right),
\]
\[
P_\infty^n = \exp_{\geq 2}(S_3^n + S_\infty^n).
\]

The equations for series networks are obtained by fixing the network type which is incident with the 0-pole (which must be of parallel type), and the network incident with the \(B^n\) pole. In particular, the indices must sum the corresponding index in \(S\). The equations for parallel networks are more involved: in this case sets of networks of type \(S\) particular, the indices must sum the corresponding index in \(B^n\) at least three, we have to remove the cases with one and two series networks or edges in parallel.

Starting from these equations, we can go to deduce counting formulas for 2-connected objects. In order to apply the dissymmetry theorem we need to obtain the corresponding \(B_R^n\), \(B_M^n\) and \(B_{RM}^n\) as follows:

\[
B_R^n = \text{Cyc}(x(P_1^n + P_2^n + P_\infty^n)) + \frac{x^3}{6} \left( (P_1^n)^3 - (P_1^n)^3 + 3(P_1^n)^2 P_2^n - 3 \left( P_1^n \right)^2 P_2^n \right) + (u-1) \left( xP_1^n \right)^4
\]
\[
B_M^n = \frac{x^2}{2} \left( P_1^n + P_2^n + P_\infty^n - \left( y + y(S_3^n + S_\infty^n) + \frac{u(S_2^n)^2}{2} + S_\infty^n (S_3^n + S_\infty^n) + \frac{(S_3^n + S_\infty^n)^2}{2} \right) \right)
\]
\[
B_{RM}^n = \frac{x^2}{2} \left( S_2^n (P_1^n - y) + S_2^n (P_2^n + P_\infty^n) + (S_3^n + S_\infty^n) (P_1^n - y) + (S_3^n + S_\infty^n) (P_2^n + P_\infty^n) \right)
\]
\[
B = \frac{1}{2} x^2 y + B_R^n + B_M^n - B_{RM}^n,
\]

where \(B_R^n\) represents 2-connected series-parallel graphs rooted at a ring, \(B_M^n\) represents 2-connected series-parallel graphs rooted at a multiedge, and \(B_{RM}^n\) represents 2-connected series-parallel graphs rooted at a ring and a multiedge that are adjacent at the decomposition tree. In the case of \(B_R^n\) we have to deal with several special cases, since if the length of the ring is 3 or 4, then 4-cycles might appear. If the length is 4, a single cycle appears. If the length is 3, many cycles might appear if we replace at least two edges of the ring with a parallel network of the kind \(P_1^n\): in particular, any path of length 2 in the other parallel network will produce a 4-cycle. In the case of \(B_M^n\), the parallel networks already count all the 4-cycles, but since the number of edges must be at least three, we have to remove the cases with one and two series networks or edges in parallel.
In the case of $B_{RM}$, we have to consider the special cases depending on the length of the ring and whether there is an edge between the poles of the multiedge. If the length of the ring is three, then any path of length two in the parallel network will produce a 4-cycle, whereas if there is an edge between the poles of the multiedge, then any path of length three in the series network will produce a 4-cycle, as it is shown in Figure 6.

![Figure 6](image_url)

**Figure 6.** 2-connected series parallel graph rooted in a ring of length 3 and a multiedge with an edge between the poles. Each path of length 3 in $S_2$ and each path of length 2 in $P_1$ will produce a new 4-cycle.

Using these expressions and setting $y = 1, u = 0$ we obtain the radius of convergence and the singularity analysis of $B_{RM}(x, 1, 0)$, which, by means of the Transfer Theorem, gives the asymptotic enumeration of 2-connected SP-graphs without 4-cycles.

**Theorem 6.11.** The number of 2-connected quadrangle-free SP graphs with $n$ vertices $(b_n^\square)$ is asymptotically equal to

$$b_n^\square \cdot n^{-5/2} \cdot R_n^{-n} \cdot n!(1 + o(1)),$$

where $b^\square \approx 0.00145$ and $R^{-1}_n \approx 5.13738$.

The proof of the next result is analogous to the proof of triangle-free SP graphs.

**Theorem 6.12.** The number of connected and general quadrangle-free SP graphs with $n$ vertices $(c_n^\square$ and $g_n^\square$, respectively) is asymptotically equal to

$$c_n^\square \cdot n^{-5/2} \cdot R_n^{-n} \cdot n!(1 + o(1)), \quad g_n^\square \cdot n^{-5/2} \cdot R_n^{-n} \cdot n!(1 + o(1)),$$

where $c^\square \approx 0.00233, g^\square \approx 0.00276$ and $R^{-1}_n \approx 6.41498$.

We use Remark 3.4 to obtain the following result about 4-cycles. It is a modification of [7, Theorem 2.35], which provides a way to compute the expectation and variance of generating functions that satisfy the following system of equations:

$$y = F(x, y, u), \quad 0 = \det(I - F_y(x, y, u)). \quad (27)$$

According to that theorem, the expectation $\mu$ and the variance $\Sigma$ of the parameters $u$ can be computed as

$$\mu = -\frac{x_{0, u}(1)}{x_0(1)}, \quad \Sigma = -\frac{x_{0, uu}(1)}{x_0(1)} + \mu\mu^T + \text{diag}(\mu),$$

where $x = x_0(u)$ and $y = y_0(u)$ are the solutions of the system (27) and (28). After half an hour of execution time in Maple we get the following theorem:
Theorem 6.13. The number of quadrangles \( W_n^4 \) of a uniformly at random 2-connected SP graph with \( n \) vertices is asymptotically Gaussian, with
\[
\mathbb{E}[W_n^4] = \mu_{2,2} n(1 + o(1)), \quad \text{Var}[W_n^4] = \sigma_{2,2}^2 n(1 + o(1)),
\]
where \( \mu_{2,2} \approx 0.51235 \) and \( \sigma_{2,2}^2 \approx 0.25418 \).

6.3. Girth. Now we can generalize the previous results to obtain the generating function of SP graphs with girth at least \( k \), for \( k \geq 4 \). We need new notation for the series and parallel networks. In particular, in order to express the generating function of networks with girth \( k \) we define \( S_i \), for \( 2 \leq i \leq k-2 \) as the generating function of series networks with girth \( \geq k \) and where the distance between the poles is exactly \( i \). The generating function of series networks with girth \( \geq k \) and distance to the poles \( \geq k-1 \) is expressed as \( S_\infty \). Analogously, we define \( P_i \), for \( 1 \leq i \leq k-3 \) and \( P_\infty \) as the generating function of parallel networks with the same condition on the distance between the poles. In this case the generating functions satisfy the following system of equations:
\[
P_i = \begin{cases} \ 
\sum_{j \geq 1} \exp(S_\infty) \quad & \text{if } i = 1 \\
\exp(S_j) \exp(\sum_{j \geq i+1} S_j) \quad & \text{if } 1 < i < k/2 \\
\exp(\sum_{j \geq i+1} S_j) \exp(\sum_{j \geq i+1} S_j) \quad & \text{if } k/2 \leq i \leq k-3 \\
\exp(\sum_{j \geq i+1} S_j) \exp(S_\infty) \quad & \text{if } i = \infty
\end{cases}
\]
\[
S_i = \left\{ \begin{array}{ll}
x \sum_{j=1}^{i-1} P_j (S_{i-j} + P_{i-j}) & \text{if } 1 \leq i \leq k-2 \\
x \sum_{j \geq 1} P_j \sum_{j \geq k-j-1} (S_j + P_1) & \text{if } i = \infty
\end{array} \right.
\]

Note that for convenience we are considering that \( S_1 \) exists, with a value of \( S_1 = 0 \). This equations generalize the corresponding ones for girth 3. For the case of parallel networks we impose that the distance between the poles of the two shortest series networks is at most \( k \). This can be done by distinguishing two cases: if the distance between the poles is \( i < k/2 \) then there must be one single series network with distance \( i \) between the poles. This implies that all the other series networks must have distance at least \( k - i \) between the poles, because otherwise there would be a cycle of length less than \( k \). If the distance between the poles is \( i \geq k/2 \), then no cycle of length less than \( k \) can be produced, so we just have to be sure that the shortest series network that we put in parallel is of length \( i \). For the case of series networks no further constraint is needed, since no new cycle can be produced.

This gives a way to compute the exponential growth for any possible girth. Since the computations are involved and analogous to the ones of girth 4 we do not include the results.

7. Concluding remarks

In this work we have shown normal limiting distributions for the number of copies of a given graph for subcritical graph classes. From our study several challenging questions might be investigated in the future. The proof of our main theorem does not give a systematic way to compute both the expectation and the variance of the corresponding random variable (we only get that they are linear in \( n \)). In Section 8 we have exploited extra information concerning the structure of series-parallel graphs in order to get precise constants, but getting a full numerical analysis seems to be very difficult in general. Nevertheless we can use the Benjamni-Schramm limit given in [40, 20] to get the constant for the mean value (for details see [40]). However, it seems to be very difficult to obtain a general procedure for computing the constant for the variance.

Second, we cannot immediately obtain local limit laws for the number of copies of a given graph. In our analysis we only provided asymptotic information of our generating functions a neighborhood of \( u = 1 \) (for \( |u| = 1 \)). In order to obtain a local limit theorem we need asymptotic information for all \( u \) with \( |u| = 1 \). This is certainly not our or reach but needs a lot of extra work.

Finally, our techniques do not apply to subgraphs in planar-like families (see [22]). Technically speaking, when analyzing subcritical graph classes we have continuously exploited the assumption that the counting formula for the blocks can be considered to be analytic. Unfortunately, the picture changes dramatically when dealing with planar graphs, as a critical composition scheme arises (see [21, 22]). In this context, very little is known concerning the number of subgraphs in
the random planar graph model, even concerning the number of triangles. The only result we
know so far is [37], where the authors exploit the fact that triangles in cubic planar graph do
not intersect. Using this combinatorial fact, they are able to show normality for the number of
triangles in cubic planar graphs. This method does not apply in the general planar setting, as
an edge can be incident with many triangles. So new ideas from different sources are needed to
attack this problem.
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